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Executive Summary
This paper examines the shifting global power 
dynamics driven by the rise of China and the 
rapid advancements in artificial intelligence (AI). 
Taken together, a rising tide of high-tech weapons 
development and a return to great power rivalry 
are setting the conditions for a tectonic shift in 
the global security landscape. The paper highlights 
the strategic challenges posed by these trends 
and underscores the critical need for multilateral 
cooperation in managing a new multipolar world 
order. It calls for strengthened diplomatic and 
military frameworks to mitigate risks, drawing 
on historical precedents in arms control to guide 
future governance of AI in military applications.

Introduction
A seismic shift in the nature of global governance 
is setting the conditions for changes in the 
international security environment. Taken 
together, the rise of China and the emergence of 
military technologies linked to AI and robotics 
are setting the stage for a new multipolar era. 
Accelerating this shift is a new global balance of 
power. As the primary drivers of research and 
development (R&D) on AI and robotics, the United 
States and China now stand at the forefront of 
technological discovery. Indeed, the return of great 
power rivalry and the integration of “machine 
intelligence” into military systems and planning 
reflect the emergence of a new global order.

The widespread adoption of AI and robotics into 
military affairs is not without historical precedent, 
but the capacities of AI to independently learn 
from data represent a force multiplier with a 
unique potential to reshape the “commanding 
heights” of the global economy (Yergin and 
Stanislaw 1998). Coupled with the mounting 
challenge of geopolitical fragmentation, AI 
has the potential to outpace the capacities of 
existing institutions of multilateral governance 
(National Intelligence Council 2021).

This paper explores the strategic challenges 
associated with these trends and the need for 
multilateral engagement in navigating a changing 

global order. The paper examines the dangers of 
unchecked technological proliferation and the 
need for regulatory oversight in reducing the 
risk of military conflict. Building on a history 
of diplomatic engagement, new bilateral and 
multilateral agreements will be critical to 
managing the competition for military AI. 

The paper is structured as follows: the first three 
sections examine the dangers of great power 
rivalry across a multipolar system, with a particular 
focus on US-led efforts to regulate military AI. 
This is followed by an exploration of the evolution 
of US military defence and security planning in 
light of the military applications of AI. The fifth 
and sixth sections examine China’s expanding 
military capacity and its strategic approach to AI 
weaponization, respectively. This is followed by 
discussions on the need for global governance 
of military AI with a particular emphasis 
on China’s approach to global governance. 
Finally, the last section concludes with policy 
recommendations supporting US and Chinese 
dialogue on military defence and security.

Understanding Military AI
As an engine of economic development, data-
driven technologies overlap a new global balance 
of power with enormous implications for the 
future of military competition. The advent of deep 
learning algorithms, especially convolutional 
neural networks (CNNs), has unlocked new 
computational tools in the pursuit of new weapons 
technologies. These tools include applications 
linked to autonomous vehicles and robotics, 
intelligence analysis and decision-support 
systems, and cyber defence and security. 

As nations race to develop and deploy military 
AI, concerns about great power conflict and the 
weaponization of algorithmic technologies loom 
large. Like the bipolar frictions of the Cold War, 
the current global order is framed by advances in 
technological discovery. However, unlike the Cold 
War period, the twenty-first century international 
system has become deeply fragmented. Balancing 
technological discovery with international 
security cooperation will be key to managing 
the accelerating risk of geopolitical crisis. 
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The explosion of interest in AI has gathered pace 
over the past decade as improvements in machine 
learning and computational processing power have 
converged. As a subset of AI, machine learning uses 
statistical methods to enable machines to learn 
without explicit instruction (see Figure 1). In fact, 
machine learning or “deep learning” algorithms 
encompass a broad range of data-driven techniques 
that enable software to perform tasks that mirror 
and even outperform human capabilities.

The precise definition of AI remains a moving target, 
but conventional descriptions of AI understand 
the technology in terms of software that amplifies 
human intelligence. In broad terms, AI is a 
“general-purpose technology” with the capacity to 
reconfigure the scale and scope of existing military 
systems (Bresnahan and Trajtenberg 1995; Kania 
2017). Much as mass electrification catalyzed the 
rise of modern industrial weapons in the twentieth 
century, weapons systems derived from AI and 
robotics are expected to transform the contours 
of conflict and war in the twenty-first century 
(Scharre 2018; National Intelligence Council 2021).

Forecasting trends in military technologies is 
a daunting challenge because timelines on the 
development of AI remain unclear. Military AI 
could end up being less important to future 
military planning than current projections suggest. 
Alternatively, AI technologies could revolutionize 
military affairs in completely new ways. What 
does seem clear is that deepening fault lines across 
a fragmented global order portend increasing 
global instability. More to the point, geopolitical 
tensions linked to the decline of US hegemony 

and the rise of military AI can be expected to 
heighten the potential for military confrontation.

Military AI in a 
Multipolar World
The fusion of conventional weapons technology 
with AI and robotics is now driving the evolution 
of a new era in “smart weapons” systems (Defense 
Advanced Research Projects Agency 2020). 
Spanning autonomous weapons, intelligence 
analysis and decision support, AI is becoming 
increasingly capable of driving machine autonomy 
across a range of military systems and processes.  
AI-augmented automation is expected to replace 
a range of repetitive tasks, freeing personnel to 
take on more complex and demanding activities. 

Notwithstanding the fact that technological 
dominance has been a key pillar of US military 
hegemony, other nations are quickly catching 
up. According to a new report by the World 
Intellectual Property Organization (2024), China 
now leads the world in generative AI patent 
applications. In fact, China has filed more than 
six times the number of patent applications 
than that filed by the United States. China’s 
technology sector is now reaching a critical mass 
of expertise, talent and capital that is realigning 
the commanding heights of the global economy. 

Beyond the era of Western predominance, 
the global order is becoming multipolar. 
Understanding the competitive dynamics across 
this new multipolar system is critical to building 
the necessary guardrails for navigating a new 
technological era. The relative decline of US 
influence and the growing importance of regional 
powers (such as Brazil, India, Iran, Russia, Saudi 
Arabia and Türkiye) suggest that power and 
influence are becoming more broadly diffused. 
As journalist Fareed Zakaria (2012) observes, the 
global order has become “post-American.” 

While the United States has established a strong 
lead in AI discovery, it is increasingly likely that 
China may dominate the industrial application of 
AI systems. Growing rivalry between the United 
States and China elides with a shift in the world’s 
economic centre of gravity. Indeed, frictions in 

Figure 1: The Layers of AI
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Source: Authors.
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the US-China relationship are likely to become 
permanent features of a new geopolitical landscape 
(Mearsheimer 2014; Horowitz and Scharre 2021). 

The risk of protracted military competition across a 
vastly more complex multipolar system raises the 
spectre of enormous geopolitical instability. Asia’s 
return to the centre of world trade is catalyzing 
deep structural changes in the global economy 
(Khanna 2019). The region’s extensive trade 
networks, facilitated by international agreements 
such as the Association of Southeast Asian 
Nations Free Trade Area and the Comprehensive 
and Progressive Agreement for Trans-Pacific 
Partnership, are setting the conditions for a new 
global balance of power (Romei and Reed 2019). 

Toward Multilateral 
Engagement 
The challenge of multipolarity means that states 
of various sizes and capacities can be expected to 
leverage AI to vigorously compete for influence. The 
proliferation and diffusion of military technologies 
that build on AI will make conventional military 
assets vulnerable while heightening the risk of 
escalation (National Intelligence Council 2021). 
Beyond the United States and China, an increasing 
number of states can be expected to develop and 
procure AI-driven weapons systems (Ashford and 
Cooper 2023). As nation-states seek to leverage 
AI to compete for influence, changes in the global 
order can be expected to remain unpredictable. 

Multilateral engagement across a fragmented 
global system will be critical to avoiding permanent 
crisis. Indeed, AI represents both a strategic 
opportunity and a destabilizing risk in setting 
the conditions for a complex multipolar order. 
Safeguarding the ethical development of AI and 
the management of new risks associated with 
lethal autonomous weapons systems (LAWS) is 
critical to navigating this new stage of history.

Political Declaration on 
Responsible Military Use 
of Artificial Intelligence 
and Autonomy
Even as the most advanced states in the global 
system continue to push the boundaries 
of AI, nations can be expected to compete 
in the development and advancement of 
military applications (Brose 2019). Without 
formal agreements on the use of military AI, 
competition to dominate the technology will 
almost certainly lead to wider instability. 

Thus far, no nation has provided a coherent 
policy architecture for governing AI on the 
battlefield. Given the risk of mass proliferation, 
multilateral engagement will be fundamental 
to regulating AI across an increasingly fractured 
international system. Advancing comprehensive 
diplomatic and security agreements between 
the world’s most technologically advanced 
nations could be foundational to avoiding great 
power conflict. Indeed, dialogue between the 
world’s most powerful states could set the 
conditions for shared international norms. 

The dangers of pervasive legal ambiguity in 
governing military AI could mean decreasing 
opportunities for multilateral coordination. In 
the United States, recent declarations on military 
AI, such as The White House’s Safe, Secure, and 
Trustworthy Development and Use of Artificial 
Intelligence (2023) and the US Department of 
Defense’s Data, Analytics, and Artificial Intelligence 
Adoption Strategy (2023), offer some value in 
encouraging dialogue on global governance.

The recent Political Declaration on Responsible 
Military Use of Artificial Intelligence and Autonomy 
(hereafter referred to as the Political Declaration 
on REAIM)1 introduced by the United States signals 
an important first step in regulating the use and 
application of military AI. Announced at the 
Summit on Responsible Artificial Intelligence in 
the Military Domain and co-hosted at the Hague 
by the Netherlands and the Republic of Korea, the 
United States’ proposed declaration serves as an 
important resource for promoting the responsible 
and accountable use of AI in the military domain. 

1	 See www.state.gov/political-declaration-on-responsible-military-use-of-
artificial-intelligence-and-autonomy/.
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With the goal of promoting transparency in 
the use of military AI and minimizing the 
risks of unintended escalation or harm, the 
declaration provides a framework for ensuring 
that AI technologies are developed and utilized 
in a manner consistent with international law 
and humanitarian principles. Emphasizing 
the importance of multilateral consensus and 
transparent practices in the use of autonomous 
weapons systems, the declaration underscores the 
importance of maintaining human control over AI. 

In the current environment, diplomatic 
cooperation between the most powerful states 
in the system has largely become impossible. 
Notwithstanding ongoing divisions within the 
global system, the Political Declaration on REAIM 
provides some measure of hope for slowing 
ongoing fragmentation. Indeed, given the range of 
challenges we now face, multilateral cooperation 
will be key to managing growing instability. 

Although China is not a signatory to the current 
US declaration, China did endorse the REAIM 2023 
Call to Action2 and remains actively engaged in 
discussions on the weaponization of AI (Marijan 
2023; Government of the Netherlands 2023). 
In fact, US-China cooperation has undergone 
periods of engagement in the past, including 
joint military exercises and training reflecting 
economic and geopolitical reciprocity. When 
cooperation has occurred, it has typically 
involved dialogue and exchange on issues of 
mutual concern — for example, regional security, 
maritime navigation and counterterrorism. 

During the Cold War, the United States and the 
Soviet Union engaged in arms control agreements 
across a range of weapons technologies, including 
strategic missile defence, intermediate-range 
missiles, space-based weapons and biological 
weapons. Much as it did then, the application of 
AI and robotics to defence and security signals 
the need for a new generation of regulatory 
arms controls. By mobilizing a broad group of 
stakeholders and fostering collaboration, the 
Political Declaration on REAIM could offer a 
means to framing the strategic engagement 
needed to rebuild global cooperation.

Beyond the declaration alone, multilateral 
agreements are necessary to erect the legal and 

2	 See Government of the Netherlands (2023).

ethical obligations needed to manage the fissures 
within the international system. Given the need 
for sustained dialogue on AI, the world’s most 
technologically advanced nations will need to 
navigate shared economic, geopolitical and security 
challenges. In addition to AI and robotics, future 
advances in quantum computing and biotechnology 
can be expected to drive new waves of existential 
risk in reshaping the global security landscape. 

The Evolution of US 
Military Defence and 
Security
Conventional forecasts on military AI and robotics 
often make the common error of assuming that 
disruptive technologies simply replace older 
technologies on a one-to-one basis. The reality 
is that general-purpose technologies tend to 
disproportionately replace older systems with 
dramatically new architectures, boundaries 
and capabilities. Building on general-purpose 
technologies of the past — the steam engine, the 
printing press, the internal combustion engine 
and the internet — AI can be expected to catalyze 
deep changes in the fabric of the global system.

In response to this changing security landscape, 
the US Department of Defense has begun 
formulating specific guidelines and regulations 
to manage the transition to an era of “augmented 
warfare” (Center for Strategic and International 
Studies 2024). These measures include the 
establishment a Joint Artificial Intelligence Center 
with the purpose of developing ethical guidelines 
on the use of military AI. More broadly, the 
Department of Defense has begun the process of 
developing policies and protocols for mandating 
transparency, accountability and compliance 
in the development and deployment of AI and 
robotics, including the importance of human 
oversight by keeping humans “in the loop.”

The ongoing proliferation of AI technologies, such 
as drones, robotics and autonomous machines, 
reflects a new arms race in algorithmic weapons 
systems (see Figure 2). Algorithmic technologies 
that build on machine learning are becoming 
ubiquitous, omnipresent and transformational 
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across multiple military and civilian fields. Taken 
together, autonomous drone swarms, satellite-
mediated communications and human-machine 
teaming represent disruptive forces in remaking 
the scale and scope of military conflict.

Applications of AI in 
the US Military
The integration of AI and robotics into military 
planning has important implications for the future 
of the US military (Scharre 2019). AI systems can 
process vast amounts of data quickly and accurately, 
providing commanders with real-time insights and 
predictive analytics. In addition to warfighting, AI 
is becoming increasingly important to logistics, 
equipment maintenance and medical support, 
streamlining operations and reducing the burden 
on personnel. AI algorithms can already predict 
when equipment will need repairs, optimizing 
maintenance schedules and minimizing downtime. 
Moreover, autonomous drones have been used for 
both reconnaissance and supply for many decades. 

Some notable applications of military AI include:

	→ Intelligence, surveillance and reconnaissance 
(ISR)

	– Automated data analysis: AI systems can 
analyze vast amounts of data from various 

sources, including satellites, drones and 
sensors, to provide actionable intelligence.

	– Pattern recognition: AI identifies patterns 
and anomalies in data that might indicate 
potential threats or targets.

	– Predictive analysis: AI models predict 
enemy movements and intentions based on 
historical data and current intelligence.

	→ Autonomous vehicles and drones

	– Drones and unmanned vehicles: AI can 
control autonomous drones and vehicles for 
reconnaissance, logistics and even combat 
operations.

	– Robotics: AI-driven robots can perform tasks 
such as bomb disposal, surveillance and 
battlefield support.

	– Swarm technology: AI can coordinate 
multiple autonomous systems to operate as 
a cohesive unit, enhancing efficiency and 
effectiveness.

	→ Cyber defence and security

	– Threat detection and response: AI systems 
can detect and respond to cyberthreats in 
real time, identifying vulnerabilities and 
mitigating attacks.

Figure 2: Comparing Drone Platforms

Source: https://en.wikipedia.org/wiki/List_of_unmanned_aerial_vehicles#/media/File:UAV_Comparison.jpg.
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	– Offensive cyber operations: AI can assist in 
planning and executing cyberattacks against 
an adversary’s critical infrastructure and 
communication networks.

	→ Strategic planning and analysis

	– Scenario analysis: AI can evaluate various 
strategic scenarios and their potential 
outcomes to assist in long-term planning.

	– Risk assessment: AI can assess risks and 
vulnerabilities in military operations and 
strategic plans, providing insights to mitigate 
potential threats.

	→ Simulation and training

	– Virtual reality (VR) and augmented reality 
(AR): AI can enhance VR and AR training 
environments for realistic and immersive 
training experiences.

	– Adaptive learning systems: AI can tailor 
training programs to individual needs, 
improving learning efficiency and 
effectiveness.

	→ Predictive maintenance: AI and data-driven 
systems can provide tools for predictive 
maintenance support, ensuring that military 
equipment and machinery (such as aircraft, 
vehicles and weapons systems) are maintained 
at peak capacity. By analyzing sensor data and 
historical maintenance records, AI algorithms 
can predict equipment failure before it occurs, 
optimizing maintenance schedules and 
extending the lifespan of military resources.

	→ Logistics and supply chain management: 
AI is increasingly being leveraged to optimize 
logistics and supply chain management across 
the US defence sector. AI algorithms optimize 
transportation routes, inventory management and 
resource allocation networks in order to ensure 
the timely delivery of supplies and equipment to 
military personnel around the world.

Even as AI systems accelerate the pace of decision 
making, AI and autonomous robotics have begun 
to provoke discussions on changes to US military 
planning (National Intelligence Council 2021). 
While AI and robotics are expected to revolutionize 
military operations, they also raise concerns 
about the ethical implications of autonomous 
decision making in warfare, and the need for 

robust security measures to prevent adversarial 
misuse. Ultimately, the move to AI and robotics 
marks a significant evolution in how the US 
military maintains its global security architecture.

Notwithstanding the fact that the new technologies 
inherently enhance conventional military 
capabilities, the proliferation of high-speed 
smart weapons calls into question the longevity 
of expensive and difficult-to-replace platforms 
and weapons systems within the US military. 
Taken together, autonomous robots, hypersonic 
munitions and AI-powered cyber defence systems 
can be expected to become integral components 
of long-term military planning (ibid.). 

China’s Military: 
Mission, Goals, Strategy
China has the world’s largest military.3 
Notwithstanding its size, however, the strategic 
goal of the People’s Liberation Army (PLA) is to 
improve and modernize its military, becoming 
“world-class” by the middle of this century. 
With the stated goal of achieving complete 
national defense and military modernization by 
2035, China’s military planners have invested 
significant resources in modernizing the PLA in 
line with militaries in advanced economies.

China’s military modernization strategy was 
first articulated in October 2017 at the 19th 
Congress of the Communist Party of China (CPC). 
This was followed by a 2019 white paper, titled 
“China’s national defense in the new era,” and 
then later updated in the 2022 report for the 
CPC’s 20th Congress (State Council Information 
Office 2019). The stated ambition of the PLA is 
not to develop the world’s single most powerful 
military, but rather to rank among the world’s 
leading militaries (Theoretical Learning Center 
Group of the Party Committee of National 
Defense University 2018; Fravel 2020).

China’s military ambitions are largely driven 
by a strong and consistent sense of insecurity. 
Indignity and despair linked to a “century of 

3	 See https://worldpopulationreview.com/country-rankings/ 
military-size-by-country.

https://worldpopulationreview.com/country-rankings/military-size-by-country
https://worldpopulationreview.com/country-rankings/military-size-by-country
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humiliation” has reinforced a frenetic drive to 
advance the country’s military capabilities. 
Driven, in part, by trepidation over falling behind 
the militaries of industrialized nations — most 
notably the US military — the PLA leadership 
worries that it could fail to safeguard the country’s 
sovereignty, security and overall development.

Consequently, China’s rapidly expanding defence 
capacities are justified by a principle of self-
defence. This is despite the country’s aggressive 
posture toward Taiwan and ongoing disputes 
in the South China Sea and East China Sea. In 
fact, the CPC views these regional disputes 
through the lens of national sovereignty. Beijing 
understands its military posture on these 
issues as defending the nation’s territorial 
integrity in response to foreign adversaries 
(State Council Information Office 2015, 2019). 

Astonished by the US military’s advanced 
technology capabilities as demonstrated in 
the first Gulf War (1991), the PLA has focused 
on shrinking its technological gap with the 
US military. In response, the military strategy 
that it released in 1993 featured preparation 
for winning local wars in conditions of high 
technology (State Council Information Office 
2015). China’s military strategy was further 
modified in 2004 in preparation for winning 
“information wars” with the rise of the internet. 

Along with its modernization strategy in 
response to America’s predominance in military 
technologies, China’s military planners have 
focused on an asymmetric strategy in order to 
better leverage the country’s limited technological 
resources. Although not the PLA’s strategy, the 
idea of unrestricted warfare was first proposed 
in 1999 by two colonels in the PLA air force. It 
includes integrating financial, trade, ecological, 
cyber, cultural, political, diplomatic, terrorist, 
drug and ideological measures as a means to 
defeat an opponent (Qiao and Wang 1999). 

China has two parallel military strategies at 
work. One strategy is focused on mainstream 
military modernization to catch up in advanced 
technologies, while a second strategy is focused on 
asymmetric leverage to cope with challenges that 
cannot be overcome anytime soon. This includes 
investments in anti-satellite weapons, anti-
ship ballistic missiles, space-based technologies 
and submarine production as a means to 
cope with America’s military dominance.

“China’s national defense in the new era,” 
released in 2019, introduced a focus on AI and 
“intelligent warfare” while continuing to build 
on a methodology of “informatized” warfare. This 
includes a focus on integrating and accelerating 
the development of an intelligent military (State 
Council Information Office 2019). In fact, President 
Xi Jinping raised this goal at the CPC’s Politburo 
collective study session in July 2020 (The Central 
People’s Government of the People’s Republic 
of China 2020). This strategy of mechanization, 
informatization and intelligentization was written 
into China’s outline for the country’s latest  
14th Five-Year Plan (2021–2025) and Vision 2035, 
becoming the country’s top strategy for military 
development (The Central People’s Government 
of the People’s Republic of China 2021).  

The PLA, its defense industry and its research 
institutions have invested heavily in research and 
applications of AI in weapons and combat systems. 
With an emphasis on unmanned intelligent combat 
systems, such as unmanned aerial vehicles (UAVs), 
unmanned underwater vehicles, ISR, training, 
simulation and wargaming, and augmented 
military decision making (Kania 2020; Zhang 2020), 
AI is becoming fundamental to China’s military 
modernization. At the same time, information and 
cyberwarfare, in particular emerging AI-based 
intelligent warfare, has been considered as a new 
means of asymmetric warfare in China’s military.

The military-civil fusion (MCF) strategy is expected 
to play a critical role in technological breakthroughs 
supporting the Chinese military, including the 
AI applications in the military. President Xi first 
proposed upgrading MCF to a national development 
strategy in 2015 (Xinhua News Agency 2015). 
MCF was institutionalized in 2017 (The Central 
People’s Government of the People’s Republic 
of China 2017) and officially upgraded to China’s 
national strategy in the CPC’s 19th Congress that 
same year (The Central People’s Government 
of the People’s Republic of China 2018). MCF is 
aimed at promoting deeper integration between 
China’s military-industrial complex and its vast 
commercial enterprises through infrastructure 
building, the sharing of resources and talent 
development, as well as weapons and equipment 
procurement for defence purposes (Jin 2018). 

Reading between the lines, the party’s documents 
and official publications on the MCF strategy 
reflect an interest in advancing military 
capabilities through civilian enterprise and 
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research institutions. In terms of the scope of the 
MCF strategy, space, oceans, cyberspace, biology, 
new energy, AI and quantum technology are 
listed as the priority fields (The Central People’s 
Government of the People’s Republic of China 2021). 

Over the past decade, companies such as 
Huawei, Baidu, Alibaba, Tencent, DJI, SenseTime 
and Combricon have become industry-leading 
companies in 5G, the Internet of Things, AI and 
AI-related facial recognition, as well as big data, 
smart cities, data centres and cloud computing (He 
2022). Under these circumstances, private high-
tech companies are becoming the main sources 
of China’s military and defence procurement. 

A study by the Center for Security and Emerging 
Technology (CSET) showed, not surprisingly, 
that private companies account for 61 percent 
of the total 273 suppliers to the PLA (Fedasiuk, 
Melot and Murphy 2021). Despite strict export 
controls under both the Trump and Biden 
administrations, the PLA retains access to AI 
chips and other advanced equipment for military 
applications through commercial purchases 
from Chinese academic institutions and private 
companies (Fedasiuk, Elmgren and Lu 2022). 

Chinese Military 
Applications of AI 
Chinese military analysts have advanced their 
understanding of intelligent warfare with a 
key focus on intelligent combat systems. Taken 
as a whole, China’s ambition is to develop a 
world-class military by leveraging a passion 
for adopting cutting-edge technologies, and 
this clear focus constitutes the foundation 
of the PLA’s rapid advancement. 

This strategy includes an emphasis on autonomous 
or unmanned systems and a core focus on acquiring 
military superiority in algorithms, information/
data and the cognitive capabilities of AI (Guo 2021), 
as well as AI-powered decision making on the 
battlefield (Zhang 2020; Cranny-Evans 2022). Other 
applications of AI include training, simulation, 
wargaming and organizational reform, as well as 
the transformation of military doctrine in line with 
the future of “intelligentized” warfare (Zhang 2020). 

Unmanned Intelligent 
Combat Platforms
While trying to catch up with the United 
States, China has developed one of the largest 
and most comprehensive unmanned combat 
aerial vehicle (UCAV) systems in the world. 
After two decades of R&D, these systems are 
able to cover UAVs for reconnaissance (the BZK, 
CH and WZ series), reconnaissance-strike (the 
BZK, CH and WZ series) and combat (the Dark 
Sword series), as well as drone helicopters, 
suicide drones and drone spaceplanes.

Work in this domain began in the 1990s as 
China’s state-owned institutions, such as the 
China Academy of Aerospace Aerodynamics, 
began research on a new generation of UAVs for 
military use. As Chinese UCAVs have a better cost-
performance ratio than their American equivalents, 
China has become the world’s leading exporter 
of combat drones, with CH4, Wing Loong-1 and 
Wing Loong-2 among the bestselling drones in its 
major export market in the Middle East, as well as 
in Myanmar, Pakistan and Serbia (Rasheed 2023).

Closely following the applications and practices 
of UAVs in the US military, China began to 
establish its own drone forces in the PLA air 
force around 2011,4 and its own reconnaissance-
strike drones began to be equipped into combat 
systems in 2012. For example, the Wing Loong GJ-1 
reconnaissance-strike drones first participated 
in a live exercise across the PLA’s armed forces in 
2014 (Wang, Jinyang and Xiaoyuan 2017; Huang, 
Ri and Chunming 2017). China has since equipped 
UCAVs in the PLA air force, army and navy (Zhuang, 
Chen and Xu 2022). Advanced supersonic, high-
altitude, stealth-reconnaissance drones, such as 
the WZ-8, as well as high-altitude, long-endurance, 
reconnaissance-strike drones, such as the Rainbow 
CH-5, Wing Loong-2, Wing Loong-3 and the 
stealth-strike drone Hongdu GJ-11, have all been 
equipped in the Chinese military in recent years. 

The Use of Drone Swarms
One of the areas in which the PLA has deployed 
significant resources is the use of networked 

4	 In May 2017, China’s major official media, including CCTV, Xinhua News 
Agency and Guangming Daily, as well as military media such as the 
PLA Daily, intensely reported the achievements of Li Hao, a hero drone 
pilot. China had begun to establish its drone forces around 2011 at a 
regimental and brigade level. More information can be found in a special 
comprehensive report by Ri Wang, Liu Jinyang and Sun Xiaoyuan (2017).
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UAVs or drone swarms. The use of drone swarms 
has been considered by the Chinese military 
as one of the most innovative and potentially 
effective methods of combat moving forward. 
The key technology for leveraging drone swarms 
is networked communication. Networked 
drones enable automated tasks without the 
need for human operators. For example, drone 
swarms can already navigate complicated 
terrain such as forests in order to find targets. 

The PLA is catching up with the United States in 
this regard; Perdix, the US military drone, has the 
ability to forge the attack of drone swarms on 
the battlefield. During military training in 2023, 
China’s National University of Defense Technology 
demonstrated that dozens of drones in swarms, 
supported by machine-learning algorithms, 
seemed to successfully collaborate in recovering 
from jamming signals and in autonomously 
finding and destroying targets without the need 
for human operators (Political Work Department 
of the Central Military Commission 2023).

At sea, high-speed UAVs in swarms could 
potentially combat aircraft carriers in future 
intelligent warfare. The Chinese company 
Yunzhou Tech, a major unmanned surface vehicle 
manufacturer and “a highly typical military-
civil fusion enterprise,”5 showed the capability 
of coordinating 56 unmanned boats in swarms 
in 2018, and a trial in 2021 demonstrated a 
breakthrough in coordinating six high-speed 
unmanned vessels to quickly intercept, besiege 
and expel invasive targets (Siqi 2021). In January 
2023, the AI-powered unmanned drone carrier Zhu 
Hai Yun was delivered into service. Zhu Hai Yun, a 
semi-autonomous drone mothership, can launch, 
recover and coordinate more than 50 unmanned air, 
surface and undersea vehicles for reconnaissance 
and ocean surveillance (Global Times 2023). 

Intelligent Command and Control 
Systems in Decision Making
In recent years, PLA researchers and officials 
have put significant emphasis on the use of 
AI in assisting military command and control 
(C2). Driven by increasingly complex combat 
situations, PLA strategists understand that AI will 

5	 Cited by the founder of Yunzhou Tech, Yunfei Zhang. See Huaqiu.com 
(2018).

be widely used in C2, dramatically accelerating 
the observe-orient-decide-act (OODA) decision-
making loop (see Figure 3). AI is expected to 
expand situational awareness, while assisting in 
the analysis of combat missions and the formation, 
simulation and control of operational planning 
and resource allocation (Ji and Wang 2020; Zhao 
et al. 2022). The speed and accuracy of decision 
making — in other words, better decision-making 
within shorter time cycles — will increasingly 
depend on the use of big data and algorithms.

At the same time, AI-enabled military decision 
making in the form of intelligent C2 remains largely 
theoretical and limited to only a few areas within 
the broader Chinese military (Sun et al. 2020). 
According to open-source information, AI-assisted 
decision making remains at a preliminary stage 
of development, in which AI systems can only 
execute the directives from human operators (Yang 
2023; Wang 2021). There are several choke points 
that restrict China from building the capabilities 
of intelligent C2, in particular a lack of data from 
real wars and large models for machine-learning 
training. This keeps the use of AI in C2 at an 
early stage of development (Zhao et al. 2022). 

According to the 2022 and 2023 reports produced 
by the US Department of Defense, the PLA has 
begun to explore a new core operational concept 
called multi-domain precision warfare (MDPW). 

Figure 3: OODA Loop
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The basic idea of MDPW is to leverage command, 
control, communications, computers (C4) and 
ISR to develop a C4ISR network that will “rapidly 
identify key vulnerabilities in the U.S. operational 
system and then combine joint forces across 
domains to launch precision strikes against those 
vulnerabilities” (US Department of Defense 2023). 

Military observers view the MDPW as the PLA’s 
own version of the joint all-domain command 
and control (JADC2) developed by the US military. 
MDPW reflects Chinese asymmetric warfare 
in finding and attacking the weakest links in 
the US operational system in order to paralyze 
and neutralize the system as a whole (Stokes, 
Sullivan and Greene 2023; Magnuson 2023).

Judging by the latest development in intelligent 
C2 and bottlenecks constricting its ability to 
develop intelligent systems, China’s military is 
not yet capable of carrying out MDPW. The latest 
report, “China’s national defense in the new era” 
(2019), emphasizes “joint operations command,” 
but says nothing about multi-domain precision 
warfare (State Council Information Office 2019). 
The outline for the PLA joint operation trial 
issued in the following year, as well as the one-
year implementation report for the outline in 
January 2022, emphasized a C2 system for joint 
operations across domains — land, air, sea, space 
and cyberspace (Han, Bing and Jianwei 2022).

At present, the research on applications of AI 
for C2 and decision making in the PLA is mostly 
focused on the operational level (Yang 2023; 
Stokes 2024). With regard to decision making 
at the strategic level, PLA scholars insist that 
humans should remain in control of AI systems. 
Chinese researchers seek to develop greater 
expertise in machine learning and tactical decision 
making. As of 2021, the capability of the PLA is 
limited to operating through remote control at 
a short and medium range (Lu et al. 2021).

Building on applications of AI, wargaming 
competitions in China have demonstrated that 
the PLA has developed AI decision-making 
systems with improved levels of automation 
and precision strike; examples of these AI 
systems include “Prophet” and “War Skull” (Fan, 
Mengying and Qiang 2021). Notwithstanding 
these achievements, these AI systems have been 
trained on data generated by computerized 
wargaming and simulation without the input of 

real war data. This remains a great obstacle for 
the PLA in training its AI-powered C2 systems.

Global Governance of 
Military AI
Global regulation of military AI poses several 
unique risks that overlap the pace and distribution 
of algorithmic technologies. For this reason, 
diplomatic efforts to regulate military AI are vital to 
avoiding “accidental conflict.” By garnering support 
from a wide range of nations on the application 
of AI to military affairs, the Political Declaration 
on REAIM could help in fostering international 
collaboration and consensus building in addressing 
the integration of AI into military operations. 

Given the inherent dangers of AI, diplomatic 
engagement between the United States and 
China will be critical to regulating a new 
generation of weapons technology. Indeed, 
responsible engagement between the two 
countries could form the basis for underwriting 
broader global security efforts. By promoting 
the responsible use of military AI, US-China 
dialogue could foster the trust needed to 
minimize potential risks and uphold international 
norms that intersect military technologies.

While no one state, institution or political body 
has sufficient capacity to govern military AI on a 
global scale, the strategic direction followed by 
the United States and China will have an outsized 
impact on AI governance. By encouraging active 
involvement in shaping the regulatory landscape, 
these two technology giants could be pivotal to 
regulatory cooperation on the weaponization of AI. 

In truth, global governance of AI remains an 
enormous challenge. Notwithstanding the lack 
of universally agreed-upon norms and standards 
with regard to the use of military AI, the very 
speed and scale of AI research is outstripping 
the capacity of policy makers to develop and 
implement oversight. Moreover, the secretive 
nature of R&D programs can hinder transparency 
and accountability, exacerbating mistrust and 
creating barriers to international cooperation. 
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China’s Approach to 
Global Governance of 
Military AI
China’s approach to global governance of military 
AI and robotics largely conforms to Beijing’s 
broader stance on international affairs (for 
example, emphasizing the principle of sovereignty 
and territorial integrity in opposition to political 
hegemony). More specifically, China’s government 
advocates for the right to develop national military 
AI systems, while paying special attention to the 
security risks of unchecked weapons development.

China first submitted its position paper to the 
United Nations on December 13, 2021. Titled, 
the “Position Paper on Regulating Military 
Application of Artificial Intelligence,” the paper 
calls for the adoption of a prudent and responsible 
attitude toward R&D on military AI. It argues 
against seeking absolute military advantage or 
damaging global strategic balance and stability by 
undermining the sovereignty and territorial security 
of other countries. More concretely, the paper 
advocates for the principle of “AI for good,” ensuring 
that AI-related weapons systems remain “under 
human control” (Permanent Mission of the People’s 
Republic of China to the UN Office at Geneva 2021). 

In light of LAWS, China holds an ambiguous 
position. While most other major military powers 
(including Britain, Israel, Russia and the United 
States) oppose a pre-emptive LAWS ban (Sayler 
2023), China supports a ban on the condition that 
a common understanding of the characteristics 
of LAWS is defined.6 In fact, China has held this 
position since it first participated in the framework 
of the UN Convention on Certain Conventional 
Weapons (Ministry of Foreign Affairs, China 2017). 

On the military front, China and the United 
States face a typical security dilemma with 
regard to the military application of AI. China 
has closely followed the frontier development 
of AI technology in the United States and has 
made a concerted effort to learn from and catch 
up with it. At the same time, the US military 
closely watches the development of military AI in 

6	 See Permanent Mission of the People’s Republic of China to the UN 
Office at Geneva (2023).

China, out of concern that the PLA might secretly 
develop some mystery military AI applications 
that could threaten US military dominance.7 The 
application of generative AI tools such as ChatGPT 
in the military is the latest case in point — the 
Chinese military is closely following trends in 
the US military in this regard, and vice versa. 

Fortunately, both the US and Chinese governments 
understand the critical importance of multilateral 
engagement in shaping and regulating military 
AI. At the Biden-Xi meeting in San Francisco in 
November 2023, for example, military AI was a 
key feature of discussion. In fact, both Beijing 
and Washington have pledged to support defence 
policy coordination talks, military maritime 
consultation meetings and direct telephone 
links between operational commanders. 

The first US-China AI dialogue was held on May 
14, 2024, in Geneva, with the two countries 
exchanging “perspectives on their respective 
approaches to AI safety and risk management.”8 
Prior to this, the unofficial Track II dialogue on 
AI in national security between the Brookings 
Institution and the Center for International 
Security and Strategy at Tsinghua University 
laid some groundwork for the forthcoming US-
China official AI dialogue (Hass and Kahl 2024).

Scholars participating in Track II dialogue on 
AI have managed to come to a consensus that 
governance of military AI is of crucial importance 
and cannot be ignored. Exploratory collaboration 
has been carried out with achievements in the 
building of a common glossary for 25 AI terms 
in support of mutual understanding (Xiao and 
Zhu 2024), the principle of human control of AI-
enabled weapon systems and decision making 
on the use of nuclear weapons (Hass and Kahl 
2024). Beyond bilateral dialogue, both the United 
States and China participated in the first AI 
Safety Summit hosted by then British Prime 
Minister Rishi Sunak in November 2023 and 
signed the Bletchley Declaration on the strategic 
risks posed by the applications of military AI. 

7	 China’s discussion of using MDPW to fight against the US JADC2 is a 
perfect case of this security dilemma between the two countries in the field 
of military AI. The Pentagon is concerned that the PLA would develop the 
capability to find vulnerability in the US JADC2 system, while the Chinese 
military is worried about being left even further behind the US military in 
the intelligent war as represented by the JADC2 system.

8	 See The White House (2024).
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Conclusion
AI and robotics can be expected to redefine the 
boundaries of national security, influencing 
long-term decision making in both military 
planning and multilateral governance. Developing 
effective multilateral forums in which policy 
makers, industry experts, researchers and civil 
society might share concerns remains vital to 
regulating against the dangers of military AI. 
Given the substantial importance of US-China 
relations in driving the advancement of AI and 
robotics, new pathways for dialogue are needed. 

Together, the United States and China should 
seek to support discussions on the ethical 
guidelines and responsible use of AI in military 
applications through initiatives such as the 
Global Partnership on Artificial Intelligence and 
engagements in multilateral forums such as the 
United Nations. These efforts could help to foster 
collaboration among nations while addressing 
concerns about AI’s impact on international 
security, human rights and the laws of armed 
conflict. By promoting dialogue and cooperation, 
both countries could ensure that competition in 
military AI does not undermine global stability 
or destabilize international peace and security.

Notwithstanding current tensions, there have been 
instances of dialogue and cooperation between 
the United States and China on AI-related issues 
in the past. Indeed, both nations inherently 
understand the importance of mitigating the 
dangers of unchecked technological advancement. 
As two of the world’s most innovative nations, 
the United States and China have a significant 
stake in shaping the future trajectory of AI 
regulation (Horowitz and Scharre 2021).

Given the dangers of deploying military AI  
without guardrails, the risk of escalation and/or  
miscalculation will remain a significant problem. 
In truth, these are the same existential risks driving 
concerns over nuclear proliferation. Like nuclear 
weapons, the risk of “mutually assured destruction” 
offers a frame of reference for understanding the 
future of military AI. Without oversight in the 
application of AI to military affairs, the speed and 
scale of warfare could simply spiral out of control.

Policy Recommendations
The dangers of unchecked weapons proliferation 
across a fragmented multipolar system are vast. 
Moving forward, effective US-China engagement 
will require a nuanced approach to governance 
that acknowledges both the shared risks of 
military AI and the areas of policy divergence. 
Addressing challenges on the horizon requires 
concerted efforts to foster dialogue, build trust 
and develop inclusive governance frameworks 
that accommodate diverse perspectives while 
upholding fundamental principles on ethics, 
human rights and international law.

Achieving consensus between nations with 
divergent priorities and interests is always a 
daunting challenge. Nonetheless, diplomatic 
relations remain fundamental to fostering 
global governance on military AI. 

Taken as a whole, US-China diplomatic engagement 
could serve as a foundation for broader multilateral 
efforts. Diplomatic engagement between the 
United States and China could include: dialogue 
on responsible AI principles; capacity building and 
education; research collaboration; risk assessment 
and mitigation; and/or track diplomacy (see Table 1).

Given the discordant views of military AI held 
by governments around the world, deliberate 
engagement could mean the difference between 
risk reduction and military conflict. Indeed, the 
goal of fostering global governance on military 
AI and robotics should be seen in generational 
terms as a fundamental feature of a new era 
in algorithmic weapons technologies.
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Table 1: Policy and Planning 

Framing US-China Engagement

Dialogue on Responsible AI Principles

US-China engagement requires dialogue on AI practices, including guidelines and accountability 
on AI technologies, with the purpose of building consensus on a set of ethical principles for AI 
development and deployment — especially military AI. 

Capacity Building and Education

Collaboration on educational initiatives that develop professional expertise on military AI law and 
policy. This might include workshops, training programs and academic exchanges to ensure that 
policy makers and legal experts are well-informed about the implications of military AI.

Research Collaboration

Collaboration and joint research initiatives between US and Chinese researchers that address 
common challenges around AI transparency. Collaborative research could help with consensus-
building around ethical guidelines and best practices.

Risk Assessment and Mitigation

Building consensus on strategies for risk assessment and mitigation across the domain of military 
AI. Establishing mechanisms for sharing information on potential risks and incidents, ensuring a 
coordinated response to emerging challenges across a multipolar security environment.

Track Diplomacy

Utilizing diplomatic channels to address AI-related concerns in fostering a shared commitment to 
responsible AI development. Track diplomacy could include working toward shared international 
standards for the development of military AI with the aim of harmonizing regulations, technical 
standards and ethical frameworks in order to reduce the risk of an AI arms race.

Source: Author.
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