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Executive Summary
Advanced artificial intelligence (AI) could be the most powerful technology ever created by 
humans, unleashing explosive growth in cognitive capability that transforms all aspects of society 
and shapes the future trajectory of civilization. Such a transformation presents unprecedented global 
challenges. Humanity must realize and distribute global benefits from AI, address global AI risks and 
make globally legitimate and effective decisions about how to govern advanced AI. This will require 
the very best of human ingenuity, wisdom and global cooperation over the coming years. 

Future developments in AI could bring enormous global benefits, with the potential to accelerate 
scientific discovery, spur technological innovation and massively increase prosperity. However, 
these benefits cannot be realized and fairly distributed through national policies or market forces 
alone. International cooperation will be required to enable widespread access to safe AI, harness AI 
to achieve global public goods and ensure an equitable distribution of the income generated by AI. 

Some global-scale risks from AI can only be managed effectively through international 
cooperation. As AI systems become more powerful, they could pose severe safety and security risks 
worldwide. Such risks may include potential catastrophes such as the intentional misuse of powerful 
AI systems to cause widespread harm and the loss of human control over autonomous AI systems. 
Since such risks can cross borders, governments may not be able to ensure the safety of their own 
citizens unless they cooperate with others. 

International cooperation is also required to enable legitimate and effective decision making 
on AI developments affecting the future of all humanity. Currently, a small number of people in 
a handful of AI companies are making choices that have the potential to affect the lives of people 
around the world. These choices relate not only to the benefits and risks of AI, but to fundamental 
questions about whether, and under what conditions, to develop AI systems that vastly surpass 
human capabilities. 

The international community is not prepared for global AI challenges of this scale. Important 
efforts are under way to strengthen international understanding and cooperation on AI, such as 
through the United Nations and AI Safety Summits. However, these efforts do not yet appear on 
track to handle some of the most challenging potential scenarios facing the global community, such 
as the need to detect or prevent the development of unacceptably dangerous AI systems. 

This discussion paper proposes a robust and agile approach to addressing the issues posed by 
the accelerating development of AI. This approach consists of swiftly developing and adopting an 
international Framework Convention on Global AI Challenges, accompanied by specific protocols 
to facilitate collaborative action on the most urgent issues. 

An international Framework Convention on Global AI Challenges should codify the most 
important shared objectives and principles for international AI cooperation, namely, the 
distribution of global benefits from AI, the mitigation of global risks and the process for legitimate 
decision making on key choices affecting the future of humanity. The Framework Convention would 
also set out processes to prioritize and facilitate further international collaboration on the most 
urgent and important issues of AI governance facing the global community, through the development 
of timely, specific and effective protocols for joint action.

A Protocol on Global Public Safety and Security Risks from AI should set out the necessary 
actions by signatories to successfully mitigate the most urgent and severe global-scale AI risks. 
This could include a tiered approach: low-risk AI requires no internationally coordinated regulation; 
higher-risk AI is subject to coordinated regulation and licensing based on common safety standards; 
very high-risk AI is only permitted to be developed and run within an international joint AI lab; and 
AI that poses an extreme risk to humanity is prohibited from being developed until sufficient safety 
measures can be implemented. 
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This Protocol should also establish the necessary instruments for international cooperation 
(building on existing bodies where possible) to implement this system effectively. This could 
include a council to make key political decisions, a commission to provide necessary scientific 
advice, an agency to set standards and monitor implementation, a lab to conduct joint AI 
research and an adjudication mechanism to settle disputes. The Protocol could be adopted 
initially by a core group of parties but should eventually apply universally to ensure that no 
country develops AI systems that impose unacceptable risks on the rest of humanity.

The proposed Framework Convention and initial Protocol(s) should be adopted as soon 
as possible and improved incrementally over time, given the rapid pace of AI development 
and the (albeit small) possibility that AI systems posing global-scale risks could be developed 
within the next few years.

Next steps in advancing this work include engaging with diverse global stakeholders, 
including states, to develop and refine a model Framework Convention and Protocol(s), stress-
testing proposed measures under different scenarios, integrating recommendations into 
official international negotiation processes and expanding research to fill critical knowledge 
gaps.

Framework Convention on Global AI Challenges
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Introduction
Humanity may still be vastly underestimating AI. Recent advances in AI are garnering widespread 
attention, with an accelerating pace of breakthroughs and releases matched by a flourish of media 
commentary, public debate and national and international policy initiatives. However, most people 
are still largely focused on the types of AI systems that exist today, while significantly underestimating 
and underpreparing for the potential power, pace of development and scale of implications of AI 
systems that could exist in the years ahead. 

AI is currently on track to far surpass humans in terms of the power to interpret and act upon 
the world. In recent years, AI systems have reached or surpassed human-level performance across 
an increasingly wide range of cognitive tasks, such as reading comprehension and language and 
image generation (Giattino et al. 2023). These developments have been driven by large increases 
in the amount of computing power (see Figure 1) and in the size of data sets, and improvements 
in the quality of algorithms used to train AI systems. If these trends continue, the capabilities of 
AI systems could eventually reach and vastly exceed human performance in most or all cognitive 
domains.1 Such cognitive proficiency could then enable interaction with other systems, as well as 
increased capabilities for physical action in the world, such as through rapid advances in robotics.

Figure 1: Computing Power Used to Train Notable AI Models

Note: This graph displays the trend in computing power (compute) used to train large AI models. FLOP = floating-point operations. 

 

Source: Sevilla and Roldán (2024).

Although the pace of AI development is highly uncertain, there are reasons to believe that these 
advances could occur rapidly (Bengio et al. 2024). The world’s largest companies are investing billions 
of dollars in AI development, leveraging top talent and computing resources to overcome technical 
obstacles and unlock additional jumps in capabilities. Automated AI research assistants may also 
tangibly assist in AI development, resulting in a feedback loop of AI improvements enabling further 

1 An AI system capable of human-level performance on most or all cognitive tasks is sometimes referred to as artificial general intelligence 
(AGI). A system that would be capable of greatly outperforming humans on most or all cognitive tasks is sometimes called artificial 
superintelligence (ASI). For a more detailed exploration of definitions, see, for example, Morris et al. (2024) and Maas (2023).
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AI improvements. Furthermore, AI models typically require many times more computing 
power to train than to run. Therefore, after one capable AI assistant has been trained, many 
instances of it can be run, working constantly and in concert to accelerate AI development yet 
further. In sum, it is possible that AI progress is nearing the very steep part of an exponential 
curve, enabling increasingly powerful AI systems (Everitt, Lea and Hutter 2018; see Figure 2). 

Figure 2: A Hypothetical Graph of AI Capabilities over Time

TIME

SYSTEM CAPABILITY

D
1

D
2

Greatly exceeding 
human-level 
capabilities

Roughly 
human-level 
capabilities

Note: A graph of AI system capabilities over time, depicting a hypothetical scenario in which AI systems assist 

with AI research. This initiates a positive feedback loop enabling the rate of capabilities development to 

become exponential. In this case, the length of time (D
1
) to reach approximately human-level capabilities would 

be longer than the length of time (D
2
) to greatly exceed human-level capabilities. 

Source: CIGI. Adapted from a similar chart shared by the International Center for Future Generations.

AI developments in the next few years could have implications far beyond what nearly 
anyone is currently anticipating or prepared for. Increasingly powerful AI could enable 
prosperity great enough to erase economic inequalities, or massively amplify them. It could 
transform the power balance within and across societies. It could bring about game-changing 
solutions to some of the biggest global challenges, such as climate change, while generating 
new dangers on a global scale. It could replace humans in an increasing range of core functions, 
ultimately threatening to supersede humans as the dominant societal actors. Humanity may 
therefore face choices of unprecedented magnitude and consequence about what kinds of AI 
to create, for what purposes and under what conditions. 

This discussion paper aims to inform discussion on how the international community can 
best prepare for and manage the potential implications of advanced AI. The paper begins 
by exploring three emerging global-scale challenges posed by advanced AI that could require 
international cooperation. These relate to realizing the global benefits of AI, mitigating 



5

the global risks and making legitimate choices about future implications of AI for humanity. The 
paper then recommends an instrument to help facilitate international cooperation on these issues: 
a Framework Convention on Global AI Challenges. Such a framework convention would have the 
breadth and flexibility needed to respond to the urgent and transformative nature of global AI 
challenges. Finally, the paper recommends prioritizing the adoption of a specific Protocol on Global 
Public Safety and Security Risks from AI, given the potential severity and uncertain timelines of such 
risks.

Global Challenges from 
Advanced AI
International cooperation will be needed to manage emerging global challenges arising from the 
development of advanced AI. While many AI issues can be managed at the local or national levels, 
some have substantial cross-border effects and cannot be addressed effectively or legitimately by one 
government alone. To govern these issues, states will likely need to come together to negotiate and 
implement some form of international agreement. 

This paper examines three global AI challenges in particular which humanity could face in the 
coming years, and which likely require international cooperation to overcome. These are: 

 • how to realize and share the global benefits of AI; 

 • how to mitigate severe global risks posed by AI; and

 • how to make legitimate and effective decisions about the future implications of AI for humanity. 

Challenge One: Realizing and Sharing Global 
Benefits of AI
Advanced AI systems could bring about considerable benefits. They are expected to accelerate 
economic growth by complementing and substituting for human labour and accelerating scientific 
advances. This increased productivity could be harnessed to help solve some of the largest challenges 
humanity faces today. If applied effectively and equitably, AI systems could help alleviate poverty, 
cure diseases, invent green technologies and empower people around the world with tailored 
knowledge and advice. AI-driven productivity growth could also significantly increase the quantity 
and quality of material goods such as food, transportation, energy and housing, as well as intangible 
goods in the form of education, entertainment, support and companionship.

However, many of these positive outcomes will likely not be achieved by market forces alone. 
Government action, and international cooperation in particular, may be required to address three 
likely shortcomings: the underutilization of AI systems due to lack of access; the underprovision of 
global public goods from AI; and unequal distribution of AI benefits.

First, global cooperation may be necessary to ensure that all people are able to access productivity-
enhancing AI technologies. People in lower-income countries are already grappling with digital 
infrastructure deficits, prohibitive costs of connectivity and barriers to developing digital skills. 
As a result, they are unlikely to access and adopt AI tools and services at the same rate as their 
counterparts in advanced economies. For example, according to figures from the International 
Telecommunication Union (2023), just 37 percent of people in Africa use the internet, compared to 



6

up to 91 percent in Europe. Even within wealthy countries, there is a risk that access to the 
most advanced technologies may be concentrated among a small number of leading firms and 
highly skilled individuals. The lack of access to AI tools has global-scale costs in terms of both 
inequality and lost productivity. International cooperation could address this shortcoming by 
prioritizing wide-scale access to safe, secure and trustworthy AI.

Second, international cooperation may be needed to harness the power of AI to produce 
global public goods. These are products and services that provide significant global benefits, 
but which private companies and individual governments lack sufficient incentives to provide. 
Such goods could include educational resources, vaccines, green technologies and other 
useful technologies. The international community could coordinate to produce these goods by 
subsidizing the use of advanced AI systems to provide them. 

Third, international cooperation will be required to make the distribution of AI benefits 
more equitable. Some of the benefits of an AI-driven productivity surge may be widely 
distributed through lower prices. However, a large share of the surplus generated by AI could 
accrue to a limited number of individuals or organizations controlling the most productive 
AI systems and associated value chains. International cooperation could address this issue by 
designing tools to fairly tax and redistribute benefits. Designing, implementing and enforcing 
mechanisms to do so is a considerable challenge, but could be accomplished through, for 
example, various types of income transfers or subsidized production of key goods and services. 

The productivity gains enabled by advanced AI are potentially large enough to support 
far more global income redistribution than has been politically feasible in the past. 
Commitments to such redistribution are more likely to be accepted and honoured if they are 
made in advance, before the gains have been realized. This principle is reflected, for example, 
in the proposed Windfall Clause, whereby AI companies would commit to donate all profits 
above a certain level of income (for example, one percent of global economic output) (O’Keefe 
et al. 2020). Ensuring that all of humanity benefits from AI is likely also a moral and political 
imperative given that the most severe risks from AI affect all of humanity equally. 

Challenge Two: Addressing Global AI Risks
As a rapidly developing technology with multiple potential capabilities and uses, advanced AI 
systems pose numerous risks. A number of these risks are illustrated in the chart below (see 
Figure 3)2 and described in more detail in Appendix 1. Some of the risks are familiar, such as 
issues of privacy, bias, misinformation and labour market risks (GOV.UK 2024a). But experts 
have also raised concerns that AI could pose catastrophic risks (Anderljung et al. 2023; Bengio 
et al. 2024; Critch and Russell 2023). Although such extreme outcomes may seem unlikely, they 
cannot currently be ruled out.

2 The positioning of risks on the chart is intended to be illustrative and does not claim to be comprehensive or authoritative. The 
authors welcome feedback, including rationales for alternative positioning as well as suggestions of additional risks.
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Figure 3: Scope and Severity of AI Risks
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adaptable, which may be imperceptible or easily mitigated, to fatal, causing death or irrecoverable damage. 

Source: CIGI.

In the worst case, AI risks could be both global in scope and extreme in severity. This implies they 
could cause enormous economic damage or loss of life at the global level. How might such devastating 
outcomes occur? Here the focus will be on two types of risks of this nature: weaponization and loss 
of control.3 

3 These are not the only possible global catastrophic risks from AI. For example, mass adoption of AI systems and widespread automation of 
decision making creates new systemic vulnerabilities that could result in sudden collapse. Loss of control could also result not from sudden 
AI takeover, but rather from humans being gradually and systematically outcompeted by AIs that can perform their jobs faster, cheaper 
and more reliably. Another suggested variety of existential threat is one where humanity may not be destroyed or replaced but could suffer 
values lock-in due to the power of human-controlled or autonomous AI to shape human beliefs and prevent further developments in human 
civilization. This paper focuses on weaponization and loss of control as two particularly clear and important risks.
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AI Weaponization
AI weaponization concerns the misuse of AI systems to cause harm. Experts have expressed 
concern, for example, that threat actors could use advanced AI technologies and advanced 
biotechnologies in tandem to engineer novel pathogens and unleash a deadly pandemic, possibly 
on a global scale (Sandbrink 2023; Urbina et al. 2022). AI may also aid in the development of 
potent cyberweapons capable of disrupting critical infrastructure globally (Shevlane et al. 2023). 
Generative AI systems could allow misinformation to spread at scale to provoke widespread 
societal upheaval, violence and conflict (Matz et al. 2024; Shevlane et al. 2023). And as AI tools 
become even more powerful, they could assist malicious actors in developing new hazards and 
strategies for widespread harm that humanity has not yet prepared for. 

The challenge is exacerbated by AI broadening the range of actors capable of causing 
severe harm, potentially empowering terrorist groups, rogue states, organized crime units, 
and incautious organizations and individuals to develop and deploy such weapons. Although 
AI will also help defend against such threats, it is not clear that defensive improvements will 
consistently keep pace with new offensive capabilities (Garfinkel and Dafoe 2021), or that 
these defences (such as mass surveillance and automated cyber defences) will not pose global-
scale risks of their own (Peterson and Hoffman 2022).

Loss of Control
Another category of AI risks concerns the loss of control of advanced AI systems. As AI 
systems become more capable, there are increasing efforts to develop autonomous AI agents 
that can make plans and pursue goals with limited oversight (GOV.UK 2024a). AI agents could 
prove highly useful, but also more difficult to understand and control. Deactivating them 
could also be problematic if, for example, they are integrated into important systems such as 
financial markets or can replicate themselves faster than operators are able to shut them down. 

Scenarios of extreme loss of control could involve the purposeful elimination or 
disempowerment of humanity by a hostile or misaligned AI or group of AIs. Some AI 
systems, if their goals are not properly specified or their actions not appropriately limited, may 
seek to deceive their operators (Hubinger et al. 2024), gather resources and evade shutdown 
attempts. In the extreme, an AI system exhibiting such misalignment could seek to shut 
humanity out of critical global systems such as digital infrastructure or military command 
structures. Alternatively, it may seek to eliminate humanity outright. Such outcomes may seem 
unrealistic, but no techniques currently exist to reliably align an AI’s behaviour with complex 
or even common-sense human values (Bengio et al. 2024). Autonomous AI systems may pursue 
goals that are destructive to humanity if such outcomes are seen as compatible with or desirable 
for its learned or programmed objectives. Sufficiently powerful and intelligent systems may 
cause severe global catastrophes as a result.

While there remains high uncertainty about the timing and likelihood of such risks, given 
their potential scale and severity, immediate safeguards are warranted. Recent trends 
suggest that even the next generation of AI systems could have dangerous capabilities (Fang 
et al. 2024; OpenAI 2023). Especially since capabilities can develop in surprising and hard-to-
predict ways (Bowman 2023), this uncertainty calls for a high degree of caution. International 
cooperation could prove critical to design and implement mechanisms to monitor the 
development of potentially dangerous AI systems globally, identify systems deemed too 
dangerous to develop and release, prevent the development of such systems if necessary, and 
ensure future AI research and development proceeds safely. 
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Challenge Three: Making Globally Legitimate 
and Effective Decisions about How to Govern 
Advanced AI
The final global challenge posed by advanced AI is that of making legitimate and effective 
global decisions about how to manage the transformative benefits, catastrophic risks and other 
fundamental issues AI raises for the future of humanity. Currently, decisions about developing and 
releasing new AI systems are being made by a small and unrepresentative group of people in high-
income nations who do not have the legitimacy to make these decisions for the world at large. Such 
decisions plausibly impose severe risks on people around the globe and should be made by processes 
that appropriately represent the interests of all affected parties.

The prospect of advanced AI poses many fundamental ethical questions for all of humanity. 
If large swathes of the economy are automated and economic and scientific progress accelerates, 
humanity may find itself asking deep questions about how to ensure global prosperity, prioritize 
problems to solve, manage major risks and navigate other issues resulting from the societal impacts 
of advanced AI, such as space exploration and resource exploitation resulting from new technologies. 
Humanity will also need to decide on such questions as when to delegate oversight of critical systems 
to AI advisers and agents. What safeguards should be put in place? If different nations make different 
choices, how will the potential shifts in global power balances be managed? And if advanced AI 
systems gain moral and legal standing themselves, what rights will they have (Sebo and Long 2023)? 

Given the complexity of these questions, and the possibility of rapid developments in AI, 
inclusive processes of reflection and deliberation are needed now. Such efforts, and the structures 
and institutions that enable them, could be designed so that whenever humanity faces such questions, 
its answers are determined by an effective, just, representative and legitimate process.

Current International Cooperation 
Efforts Are Insufficient for Global 
AI Challenges
International cooperation on AI issues has accelerated with the pace of AI development in recent 
years. These efforts demonstrate an encouraging resolve among governments and multilateral 
organizations to cooperate to address AI challenges. The UN resolution on safe, secure and 
trustworthy AI, adopted unanimously by the UN General Assembly in March 2024, covers a broad 
range of issues relating to both the benefits and risks of AI (United Nations General Assembly 2024). 
The UN Secretary-General has also convened a High-level Advisory Body on Artificial Intelligence 
to develop recommendations for globally coordinated AI governance, and in September 2024 the 
UN Summit of the Future will aim to finalize a Global Digital Compact that outlines shared global 
values and principles for AI (Advisory Body on Artificial Intelligence 2023; United Nations 2021). 
Significant international cooperation efforts on AI are also being pursued by the G7, the Organisation 
for Economic Co-operation and Development (OECD), the African Union, the Council of Europe, 
the European Union, the UK AI Safety Summit follow-up process, as well as through various formal 
and informal bi- and “mini-lateral” discussions (see Box 1 for details). 
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Box 1: International Coordination Efforts on AI Issues

In addition to work being conducted under the aegis of the United Nations, a 
number of other international coordination efforts on AI issues are under way. For 
example: 

 • The G7 plans to advance the Hiroshima AI Process by building out the 
mechanisms to monitor voluntary compliance with its Code of Conduct for 
Organizations Developing Advanced AI Systems in collaboration with the 
OECD and other partners. The code calls on organizations developing AI to 
take appropriate and commensurate measures to identify, evaluate and mitigate 
potential safety, security and societal risks (G7 2023). 

 • The African Union is finalizing a Continental Strategy on AI, which has the 
dual objectives of promoting AI adoption and addressing its associated risks 
(African Union 2024). 

 • China is championing an inclusive approach, announcing a Global Governance 
Initiative (Ministry of Foreign Affairs, People’s Republic of China 2023) and 
expressing support for a UN-led process to establish an international AI 
governance institution. 

 • The Council of Europe’s Framework Convention on AI and Human Rights 
will be open to all countries to join and potentially applies to the development 
of frontier AI models, though each country can decide on its application to the 
private sector (Council of Europe 2024). 

 • The United Kingdom convened an international AI Safety Summit, which 
culminated in the Bletchley Declaration by the European Union and 28 countries 
affirming the need for the safe development of AI, including the urgent need to 
better understand risks from frontier models and how to address them (GOV.UK 
2023). The attendees of the UK AI Safety Summit also agreed to support a scientific 
consensus-building report on the “safety of advanced AI,” and the interim report 
was published in May 2024 (GOV.UK 2024a). 

 • The subsequent Seoul AI Summit saw countries commit to collaborate on 
developing common thresholds for severe AI risks and to launch a network of 
national AI safety institutes, which could help build consensus around policies 
and norms (GOV.UK 2024b; 2024c).

However, these efforts are currently insufficient for managing possible scenarios in which 
AI systems have rapid, transformative effects around the world. There are no adequate 
measures in place to realize and distribute the scale of potential benefits that advanced AI could 
make possible. There is also a lack of measures to prevent or mitigate newly emerging global-
scale risks from AI, such as consistent standards and mechanisms to ensure AI development 
proceeds safely everywhere (Cihon 2019; Trager et al. 2023), and monitoring and enforcement 
capacity to ensure universal compliance with them (Heim et al. 2024). Finally, there is a lack 
of effective and legitimate processes to make decisions regarding AI that could have lasting 
implications for humanity, such as decisions about when and under what conditions to develop 
AI systems vastly more capable than humans. 
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In summary, given the potential power and pace of development of advanced AI systems, the 
significant global challenges they may pose, uncertainty about when such challenges may arise, 
and the apparent inadequacy of current systems to handle these challenges, an effective, future-
ready approach to international cooperation on AI governance is urgently required. 

A Framework Convention on 
Global AI Challenges
Successfully navigating emerging global AI challenges is likely to require unprecedented 
international agreement and cooperation.4 Since advanced AI systems, regardless of where they are 
developed, can have significant implications for other parties, states will likely only be able to secure 
their interests by cooperating with others. Such cooperation will likely require various verifiable 
and enforceable international agreements to ensure that all parties meet their commitments. This is 
likely to be particularly important given the strong incentives for states to, otherwise, seek advantage 
by breaking or ignoring joint commitments (Horowitz 2018). 

A Framework Convention on Global AI Challenges could provide a practical and flexible 
instrument to help accelerate international cooperation on the effective governance of advanced 
AI. A framework convention5 can be broad and flexible, allowing the international community to 
act first on pressing AI challenges while recognizing the full range of issues that must be addressed. 
When signing a framework convention, parties agree on shared objectives and principles, as well as 
on processes for addressing contentious issues in accompanying protocols that tackle specific issues 
and commitments. Those protocols can then be negotiated and signed individually. Early protocols 
on urgent issues can thus be prioritized while allowing additional time for other protocols that may 
be less urgent or more contentious. 

The following sections outline preliminary suggestions regarding possible key components of a 
Framework Convention on Global AI Challenges, and a supporting Protocol on AI Safety. Given 
the scope and complexity of these issues, many questions remain to be answered through further 
research and negotiation. 

Contents of the Framework Convention

Objective
The framework convention should establish a clear, high-level objective, such as “ensuring the 
development of beneficial, safe and inclusive artificial intelligence on behalf of all humanity.” 
Such a goal is broad enough to encompass a range of sub-objectives aimed at tackling each of the 
three global challenges of advanced AI, namely: promoting and distributing the global benefits 
from AI; preventing and mitigating global AI risks; and strengthening global cooperation to ensure 
legitimate and effective decision making on current and future AI issues.

4 Global AI challenges are arguably unprecedented in terms of the possible scale and significance of their implications, the limited margin for 
error, the strong private and national incentives to default on joint commitments, and various practical obstacles to verifying and enforcing 
compliance. Nevertheless, many other areas of international cooperation can serve as partial models and inspiration, such as nuclear energy 
and nuclear non-proliferation, climate change, aviation, financial institutions and others.

5 A framework convention is a kind of international treaty. Examples include the UN Convention on Climate Change (https://unfccc.int/process-
and-meetings/what-is-the-united-nations-framework-convention-on-climate-change) and the UN Convention against Transnational Organized 
Crime (www.unodc.org/unodc/en/organized-crime/intro/UNTOC.html).
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Principles
The principles of the framework convention should establish a shared foundation of 
values, priorities and commitments to guide participating states in their negotiations and 
decision-making processes. Principles should reflect key shared values such as cooperation, 
inclusivity, equity, proportionality, effectiveness, preparedness and adaptability.

More specifically, and building on recent work, the principles could:

 • recognize the necessity of international coordination and cooperation in addressing the 
global opportunities and challenges presented by advanced AI;

 • affirm the need for inclusive decision making to ensure that global benefits and global 
risks accrue and are borne equitably across humanity;

 • assert that the extent of international cooperation should be proportionate to the scale of 
the global challenges involved; 

 • assert that joint action must be sufficient to be fully effective in achieving the shared 
objectives set out in the framework convention, while at the same time limited to infringe 
as little as possible on state sovereignty and other goals; 

 • commit to addressing the wide range of global challenges that AI presents, while 
prioritizing work on the most urgent ones, such as critical global risks to public safety; and

 • recognize that, given the fast-changing nature of AI and uncertainty about future 
opportunities and risks, joint action should be prepared to handle the worst-case scenarios, 
while remaining readily adaptable to a wide range of possible future conditions. 

Organizing Bodies
The framework convention should establish any institutional bodies necessary to convene 
and guide future discussion on specific protocols and commitments, beginning with 
a “Conference of the Parties” of signatory states. Additional institutional bodies may be 
developed as required to implement, monitor and enforce specific governance measures. In the 
interest of reaching swift agreement, however, it may be advisable to reserve the establishment 
of such additional institutions for subsequent protocols.

Other Components
Framework conventions typically include several additional components to aid future 
dialogue among participatory states. These include mechanisms to review implementation, 
promote compliance and resolve disputes, along with other implementing clauses.

After these structural components are established, the framework convention could be signed, 
allowing parties to develop supporting individual protocols with more specific commitments.
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Illustration of Framework Convention and Protocols
Figure 4 provides an overview of the proposed framework convention structure and its  
relationship to the accompanying protocols. The examples of potential protocol topics are 
illustrative only. Some may already be partially covered by existing international agreements or be 
better suited to separate legal instruments. They have been roughly grouped according to which of 
the three global AI challenges they help address. 

Figure 4: International Framework Convention on Global AI Challenges
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A Protocol on Global Public 
Safety and Security Risks from 
AI (“Protocol on AI Safety”)
An early priority under the Framework Convention on Global AI Challenges should be to 
negotiate a protocol focused on reducing risks of catastrophic harm from advanced AI. 
This suggested prioritization is based on the following considerations: 

 • The potential severity of the harms. Weaponization or loss of control of AI could 
potentially cause a catastrophic scale of harm, possibly including trillions of dollars in 
economic damage and millions or even billions of human deaths. 

 • The possibility of short timelines. While there remains high uncertainty about the 
potential timing and likelihood of global-scale AI risks to public safety, there is reason to 
believe that such harms could be possible within even just a few years, or less. This makes 
acting swiftly to begin reducing these risks a priority. 

 • A shared interest in success. Societies share a common interest in avoiding catastrophic 
suffering and loss of life. Despite the significant challenges of achieving meaningful 
international cooperation on AI, agreement on focused, shared areas of interest such as 
safety and security may be somewhat easier to achieve, whereas agreement on other global 
AI challenges may take more time. 

Prioritizing swift progress on a Protocol on AI Safety does not imply that this protocol 
should take precedence over other areas. Governments have the capacity to pursue multiple 
international cooperation goals in parallel, and it is possible that other global challenges 
relating to AI merit similarly rapid attention and progress. However, global AI catastrophes 
must be avoided if humanity is to realize the benefits of AI and have the opportunity to make 
long-lasting decisions about its future trajectory.

Contents of the Protocol on AI Safety

Objective and Principles
The overarching objective of this Protocol is to enable governments and other relevant 
parties to collaborate effectively to prevent and mitigate severe AI risks to global public 
safety. Such risks include the possible misuse or weaponization of powerful AI systems, or 
the potential loss of human control over AI, such as through the accidental or intentional 
development of an uncontrolled artificial superintelligence.

The principles of this Protocol could include:

 • Any global or globally coordinated restrictions on AI shall be proportionate to the level of 
risk (that is, likelihood times severity of impact) of the AI system in question. 

 • Any global or globally coordinated restrictions on the development or use of AI shall be 
designed to ensure reliable safety from global catastrophic risk (with an adequate margin 
of error) while otherwise minimizing negative impacts of such restrictions for other global 
priorities such as innovation, prosperity, privacy, liberty and so on.

 • Global risks from AI should only be accepted where they are sufficiently justified by global 
benefits from AI.
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 • All decisions relating to global-scale risks (that is, risks borne by all of humanity) should be made 
by a legitimate and globally representative process.

 • Consideration for the interests and rights of future generations.

Obligations
Signatories to this protocol, recognizing the importance of reducing global risks to public 
safety from AI systems to acceptable levels, would mutually commit to several obligations. More 
research, as well as dialogue among global stakeholders, is necessary to determine which specific 
obligations should be adopted. Monitoring and enforcement procedures necessary to enforce those 
obligations also require additional development. However, some possible obligations that could be 
considered for the protocol include:

 • No state shall allow in its sphere of effective control the development or use of an AI system that 
poses an unacceptable risk to global public safety (unless authorized to do so by the international 
community).

 • States shall abide by and enforce within their sphere of effective control those standards and 
policies established by the international community to manage global risks to public safety, such 
as risk tolerance thresholds, risk management frameworks, regulations applying to compute 
providers and AI model developers, liability regimes, the accreditation of third-party safety 
evaluators, and so forth.

 • States shall fully cooperate with verification efforts required by the international community 
to ensure full compliance with the provisions of the Protocol, such as through appropriate 
monitoring of relevant AI facilities within each state’s sphere of effective control.

Risk Tolerance Thresholds
A central principle of this Protocol is that governance and regulation of AI systems should be 
proportionate6 to the level of global benefits and global risks associated with such systems. The 
aim is to ensure an adequate level of safety (for example, a risk of global catastrophic harm that is 
as low as reasonably practicable) without sacrificing humanity’s ability to reap the many benefits of 
AI or pursue other global priorities such as human rights and UN Sustainable Development Goals. 

A tiered, risk-based approach to the regulation of AI would apply a different level of global 
restriction based on the assessed risk level of the AI model or system in question (Koessler, 
Schuett and Anderljung 2024). An illustrative four-tier system of potential risk tolerance thresholds 
for existing or proposed AI models and systems, and their corresponding implications in terms of 
globally coordinated governance restrictions, would comprise: 

 → Tier one: Negligible risk to global public safety. No common or coordinated global restrictions 
required. Individual governments or multilateral coalitions may regulate such systems or not as 
they desire. Globally harmonized liability frameworks may still apply. 

 → Tier two: Manageable risk. All entities involved in the development or use of such AI systems 
are required to have a licence. The licensing regime could be nationally administered but must 
adhere to global common standards. Licensing requirements could include such elements as 
third-party safety evaluations and demonstrating sufficient standards of cybersecurity to secure 
model weights from potential leaking or hacking by determined adversaries. 

 → Tier three: Tolerable risk. AI systems assessed at this level of risk would be permitted to be 
developed and run exclusively in an international joint AI lab. The purpose of this restriction is to 

6 Note that versions of this principle are reflected in numerous national and international texts on AI governance, including the Canadian draft 
legislation Bill C-27 and Voluntary Code of Conduct, and in the 2024 EU AI Act.
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avoid the race dynamics involved in competition between companies or countries that can 
result in cutting corners on safety.

 → Tier four: Unacceptable risk. AI systems assessed at this level of risk would not be 
permitted to be developed anywhere until adequate safety and control mechanisms become 
available to lower the risks to tolerable levels. 

This tiered approach encourages political debate to focus on the level of risk that society 
is prepared to tolerate. Such decisions could be made with reference to examples from other 
safety-critical industries, such as aviation, nuclear energy, transportation infrastructure, 
pharmaceuticals or other analogous sectors. For example, the chance of severe core damage in 
nuclear plants is typically required to be less than one in 10,000 per year (International Nuclear 
Safety Advisory Group 1999). Such discussions could also consider the likelihood and value of 
potential global benefits from the same AI systems, such as in saving lives through accelerated 
medical advances, improved prosperity or helping society to address other catastrophic risks 
such as biological risks or climate change.

This approach leaves the technical question of the assessed risk of a given system (that 
is, the correspondence between the system’s capabilities and the risk it generates) to be 
answered by the best available science. These methods are still very much in their infancy 
and include evaluations of dangerous capabilities, and the association of potential capabilities 
with various parameters and features of the AI systems in question, such as the amount of 
computing power used in training (for example, in floating point operations), model size and 
so on. 

In the absence of scientific consensus or certainty regarding the actual level of global 
risk posed by a certain type of AI system, a precautionary approach is likely advisable. 
A reasonable range of risk estimates should be generated and regulatory decisions should 
be informed by the most conservative ones. This would motivate developers to improve the 
science of risk evaluation. Although assessing such risks seems difficult now, the science of 
interpretability and evaluation is advancing rapidly. It is possible that reliable, transparent and 
reproducible methods of evaluating model risk will be developed in the coming years.

Proposed Governance Institutions and Roles
The following are possible institutions and roles that may be required to achieve the 
objectives of the Protocol on AI Safety. Implementing the global risk threshold system 
described above will require several significant supporting functions, including bodies to 
provide scientific advice, decision-making support, technical monitoring and evaluation, and 
dispute and infringement adjudication. The proposed institutions could be based in or adapted 
from existing entities or developed new if required. The institutions that may be needed are 
listed below, with a more detailed description of the key functions of each body included in 
Appendix 2.

 • Council: Political decision making on key issues relating to global AI risk and safety.

 • Commission: Scientific research and analysis of state of global AI risk and safety.

 • Agency: Design, implementation, monitoring and enforcement of shared standards and 
regulatory system on global AI risk and safety.

 • Laboratory: Development and provision of AI systems for AI safety research and other 
global benefits. Only computing facility authorized to train and run AI systems above the 
maximum threshold permitted for licensed development.

 • Adjudicator: Adjudication of international law and of disputes relating to global AI risk 
and safety.
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Figure 5 summarizes the key components of the Protocol, including its objective and principles, four 
proposed tiers of action based on global risk tolerance thresholds, and the five proposed supporting 
institutions and their roles.

Figure 5: Protocol on Global Public Safety and Security Risks from AI

Protocol on AI Safety
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Illustration of the Protocol in Action
The Protocol is designed to provide a framework for action that ensures global public 
safety and security under a multitude of possible future scenarios. The following is an 
illustration of how the framework could function under two simplified and opposite scenarios.

 • Scenario one: AI capabilities advance more slowly than expected, accompanied by 
breakthroughs in successful AI control and safety techniques. In this scenario, few if 
any AI systems would be capable of producing global catastrophic harms. Most AI systems 
could be governed at the national level, with international coordination necessary only to 
ensure basic common standards, such as adequate cybersecurity to prevent the hacking 
and dissemination of the most powerful models to malicious actors, and rules against the 
open release of models that could be used to cause widespread harm. Few, if any, AI models 
would need to be restricted to only being developed and run in the joint AI laboratory, and 
none would be prohibited from development entirely. 

 • Scenario two: AI capabilities advance rapidly, but no reliable mechanism has yet been 
developed to reliably control or align AI systems. This scenario would call for much 
stronger restrictions. The globally coordinated licensing regime would need to prevent 
anyone inside the regulated system from producing dangerous AI models and prevent 
anyone outside the regulated system from having access to the computing power or other 
inputs needed to produce dangerous AI models. Many of the most advanced AI systems 
would be too dangerous to be produced by individual companies or governments and would 
need to be restricted to only being developed and run in the joint lab. Finally, even the joint 
lab would hold back from training the most powerful models possible, out of concern that 
based on existing safeguards, such systems could possibly evade human control. 

Reality could turn out to be close to either of these scenarios, or various points in between. 
There could also be shifts in either direction from one scenario to another, such as if sudden 
breakthroughs in safety research allow many more forms of AI to be considered safe or, 
alternatively, if sudden breakthroughs in algorithmic efficiency or falls in the cost of computing 
power allow many more actors (including irresponsible or malicious ones) to produce AI with 
dangerous capabilities. The value of the proposed approach is that it puts in place the 
infrastructure needed to enable the various types of coordinated action required to address 
different possible scenarios as they emerge. 

Challenges, Opportunities and 
Next Steps
The proposed Framework Convention on Global AI Challenges and accompanying 
protocols are highly ambitious, requiring an arguably unprecedented degree of international 
cooperation to implement. Achieving such cooperation may be especially challenging 
in the context of political polarization within societies that could undermine support for 
international agreement, and geopolitical tensions that could make AI development more 
competitive, secretive, risk-tolerant and, thus, harder to control (Danzig 2018; Clare and Ruhl 
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2024). Overcoming these obstacles will require a strong shared understanding of the risks and of the 
effective means of managing them.7

Several technological hurdles will also have to be overcome to effectively implement the 
Framework Convention. Enforcing risk assessment requirements for different training run 
thresholds may require detecting and quantifying how computing power is being used around 
the world, and potentially excluding some actors from leveraging it (Sastry et al. 2024). However, 
significant research is still required before many of the technologies such a system would require 
are implementation ready. More research is similarly needed to develop evaluation tools to reliably 
detect dangerous capabilities in new AI models, information security practices to protect critical 
information about advanced AI models and other technical aspects of the risk management proposals 
associated with the Protocol on AI Safety.

There are multiple important governance challenges to overcome. These include, for example, 
determining what degree of safety assurance should be required before the development of potentially 
catastrophic technologies can continue. How can such assurance be measured, and by whom? 
Is it even technically feasible to obtain such assurance for unprecedented technologies (Downer 
2024)? There are important uncertainties about many of the specific proposals detailed above, too. 
This includes developing ways to incentivize states to participate in governance institutions that 
potentially constrain their ability to invest in and deploy new technologies, and how to verify and 
enforce compliance with those constraints.

Effective international cooperation on AI may be needed very soon, given the rapid pace of 
advances in AI capabilities. This creates additional challenges, as it requires a much-accelerated 
process for reaching international agreement on at least the core actions needed to address the 
most urgent and severe shared concerns. Such action may be needed before a full understanding 
of the risks and optimal responses is available. This also highlights the need to swiftly expand and 
accelerate technical and governance research to inform and improve international cooperation 
efforts as soon as possible. 

Despite these daunting challenges, the seriousness of the risks and the size of the potential 
benefits also create enormous incentives for states to cooperate to avoid disaster and secure 
prosperity. Surveys indicate that the public is also wary of advanced AI and supportive of efforts 
to reduce risks, creating domestic political incentives for international action (Colson, n.d.; 2023). 
There is also precedent for international cooperation on AI and other technological risks, including 
evidence of shared interest among the United States and China on issues such as keeping autonomous 
weapons under human oversight and not integrating them into nuclear systems (Hass and Kahl 2024). 
Both the United States and China, as well as 26 other countries and the European Union, also signed 
the Bletchley Declaration (2023), which noted AI’s potentially transformative effects and significant 
risks and the need for international collaboration to address them.

In this context, immediate next steps to advance international cooperation on emerging global 
AI challenges could include:

 • engaging with diverse global stakeholders to develop and refine the proposed Framework 
Convention and Protocol;

 • stress testing proposed measures for their likely effectiveness under challenging scenarios;

 • encouraging ongoing multilateral negotiations, such as the AI Safety Summits and UN 
consultations, to adopt the proposed measures;

7 The interim International Scientific Report on the Safety of Advanced AI (GOV.UK 2024a) provides an important step in building shared 
understanding of the risks. This, combined with additional efforts such as “track two” discussions among scientists and cooperation between 
national AI Safety Institutes and other bodies, could lay the foundation for the proposed international commission dedicated to this purpose. 
Similar levels of effort are required to build shared understanding on governance mechanisms.
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 • funding and expanding research and policy development efforts to fill critical knowledge 
gaps; and

 • initiating processes to draft and adopt international agreements with the proposed 
measures and institutions needed to meet emerging global AI challenges.

Conclusion
Humanity is unprepared for the scale of global AI challenges it could soon face and 
lacks the mechanisms for international cooperation needed to manage such challenges 
effectively. Given the pace of development in AI capabilities, a business-as-usual approach 
to international cooperation is unlikely to be sufficient. Existing approaches would likely 
prove incapable of dealing with some of the most challenging possible scenarios, such as 
those arising from the near-term potential to develop AI systems with vastly superhuman 
capabilities. That makes it prudent to design, stress test and establish effective measures in 
advance. This proactive approach to international cooperation on AI governance also has the 
advantage of limiting the risk that governments, faced with a sudden AI crisis, implement ill-
considered or counterproductive responses. 

The proposed approach of a Framework Convention on Global AI Challenges,  
supplemented by supporting protocols on urgent and severe global-scale challenges 
such as risks to public safety, provides a flexible and practical way forward. Specifically, 
it provides a platform for rapid universal agreement on high-level objectives and principles, 
combined with equally rapid concrete cooperation among key actors on the most urgent areas 
of shared concern. Despite this flexible framework, reaching international agreement in time 
will be extremely challenging. Success will require a shared focus on the common interest 
of humanity in safely navigating this critical juncture, combined with an ability to mobilize 
multiple facets of human ingenuity to solve the many technical and policy problems involved.
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Appendix 1: Descriptions of AI Risks in Figure 3 

Risk Description 

Loss of job AI is expected to cause economic dislocation as it transforms the economy 
(Georgieva 2024). This could significantly disrupt the lives of affected families 
and individuals.

Medical diagnostics failures AI could revolutionize medical diagnostics, but overreliance on AI poses risks 
of misdiagnosis and harmful treatment choices (Macmillan 2024). 

Autonomous vehicle fatalities Though AI-enabled services such as self-driving cars may ultimately be safer, 
they will likely experience problems as they are deployed in the real world 
(Muzahid et al. 2023). 

Privacy breaches AI’s reliance on vast amounts of data increases the risk of privacy breaches, 
potentially affecting millions (Passeri 2023). 

Robotics malfunctions AI and robotics technologies will allow autonomous systems to take on many 
more roles in society, such as in logistics and manufacturing. But especially 
initially, these systems could malfunction in various dangerous ways when 
deployed in the real world (Schneier and Ottenheimer 2023). 

Behavioural manipulations AI may be used to generate persuasive, highly tailored propaganda that 
could make it easier to manipulate people on a large scale (Burtell and 
Woodside 2023). 

Algorithmic bias As AI systems gain influence over societal decisions, biased decision making 
threatens to disadvantage specific groups. AI bias impacts critical areas such 
as hiring, policing, incarceration, marketing and insurance (Mehrabi et al. 
2021). 

Mass job loss AI will boost productivity, but also may lead to economic upheaval as 
prices fall and jobs shift (Bughin et al. 2018). These disruptions will fall 
disproportionately on certain groups and sectors. 

Cyberattacks on critical 
infrastructure 

According to the United Kingdom’s National Cyber Security Centre (2024), 
AI will “almost certainly” increase the volume and severity of cyberattacks in 
coming years. These attacks pose a threat to individuals, financial institutions, 
public services, corporate information and government infrastructure. 

Hyper-surveillance Cheap and effective AI surveillance could threaten civil liberties. AI 
surveillance tools are already in use in at least 75 countries (Feldstein 2019). 

Harm to democratic institutions AI systems could be used to generate individually tailored, persuasive 
propaganda, threatening democratic systems by degrading the information 
environment (Matz et al. 2024). 

Automated warfare AI is expected to have many military uses, from improved sensors and 
targeting to lethal autonomous weapon systems. AI systems could increase 
the speed at which war is fought, as they collect and process data much 
faster than human operators. Militaries may be incentivized to use AI systems 
whenever possible for fear of being outmanoeuvred by their adversaries. This 
has led some researchers to raise worries about the possibility of hyperwar, 
a war directed by AI systems that moves faster than any person can 
understand or control (Scharre 2023). Such a war may escalate extremely 
quickly, becoming a flash war (Johnson 2022). 
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Risk Description 

AI-enabled totalitarianism AI systems excel at autonomously collecting and processing enormous 
amounts of data. All governments will have to manage risks from enhanced 
surveillance and control, but in autocratic regimes the prospect of an 
“AI-tocracy” is particularly concerning (Beraja 2023). In the worst case, 
oppressive AI-powered regimes may prove impossible to dislodge (Caplan 
2008).

Widening global inequality As AI systems become more powerful and economically useful, they could 
allow the companies or individuals who control them to amass power and 
unduly influence political decision making through regulatory capture and 
other mechanisms (Nolan 2023). AI may also benefit high-income workers or 
owners of capital the most, exacerbating global inequality (Georgieva 2024).

Weaponization AI tools could make it easier to access information and synthesize dangerous 
pathogens (Batalis 2023). This could increase the threat posed by states, 
groups or individuals in developing and deploying bioweapons. Many AI 
applications in biotechnology and other areas will be dual use (Urbina et al. 
2022).

Uncontrolled superintelligence It may be difficult to train AI systems that do exactly what users intend, 
especially when they are performing complicated tasks in the real world. 
Many researchers are concerned that competitive pressures will lead AI 
developers to release models that end up taking actions that harm people 
(Ji 2024).

For example, an AI could be using tricks or shortcuts to solve problems 
in its training data that have disastrous effects in the real world (OpenAI 
2023). Or the goals the system learned in training might not work well in the 
full range of real-world scenarios (Shah et al. 2022). Or, perhaps worst of 
all, a superintelligent AI system could “realize” that — whatever its goals — 
amassing power and disabling opportunities to turn it off would be helpful 
(Carlsmith 2022). Such a system may appear cooperative at first but take 
over global systems once it has the chance (Hubinger et al. 2024).

Such a system could be powerful enough to threaten all of humanity (Piper 
2020).
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Appendix 2: Summary of Proposed Institutions, Roles and Functions

This table summarizes the possible institutions, roles and key functions that may be required to 
achieve the objectives of the Protocol on AI Safety. The proposed institutions could be adapted 
from existing entities or developed new if required. These institutions could also serve functions 
of other protocols under the proposed Framework Convention on Global AI Challenges. 

Proposed 
Institution Role Possible Key Functions

Council Political decision making on 
key issues relating to global AI 
risk and safety.

• Facilitate effective and legitimate decision 
making on key collective decisions to ensure global 
AI safety, including:

 – amendments to protocol;

 – risk threshold tiers;

 – priorities for joint AI development; and

 – enforcement actions.

• Consider recommendations of commission, agency 
and laboratory.

• Conduct deliberative assemblies.

Commission Scientific research and 
analysis of state of global AI 
risk and safety.

• Assess risk levels of various types of AI models 
and systems based on best available empirical 
evidence (e.g., capabilities evaluations) as well as 
proxies (e.g., compute usage, model parameters) for 
measuring them. 

• Update assessed risk levels of various types of AI 
models on an ongoing basis based on technological 
developments, safety improvements and improved 
available data and research.

• Provide technical advice and recommendations to the 
council and the agency.
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Proposed 
Institution Role Possible Key Functions

Agency Design, implementation, 
monitoring and enforcement 
of shared standards and 
regulatory system on global AI 
risk and safety.

• Develop common standards for licensing of compute 
providers, AI developers and AI users, as required for 
ensuring safety from global AI risk.

• Develop international and recommended national 
legal framework for liability of compute providers, 
AI developers and AI users, as required for ensuring 
safety from global AI risk.

• Accredit national or other AI safety organizations 
responsible for licensing and auditing compute 
providers, AI model developers and AI model users 
related to global catastrophic risk from AI.

• Provide direct services (e.g., licensing and audit) 
in countries lacking access to a national or other 
accredited body.

• Conduct monitoring of state party compliance with 
the provisions of the agreement, including through 
jurisdiction-level and firm-level monitoring.

• Set guidelines on the appropriate and justified 
enforcement of the provisions of the agreement. 

 – Recommend to member states the appropriate 
enforcement mechanisms in response to a given 
instance of non-compliance.

Laboratory Provision of compute resources 
and development of AI for 
AI safety and other global 
benefits. 

• Manage and run the only computing facility that is 
authorized to train AI systems above the maximum 
threshold permitted for licensed development.

• Develop and run AI systems above the maximum 
threshold permitted for licensed development, where 
authorized by the council on recommendation of the 
agency, and when justified by the potential global 
benefits.

• Conduct AI safety research on behalf of the global 
community.

Adjudicator Adjudication of international 
law and of disputes relating to 
global AI risk and safety.

• Adjudicate international law related to global AI 
risk and safety. 

 – Adjudicate based on existing international law and 
on new legal frameworks adopted by the council.

 – Adjudicate disputes between state parties.

 – Adjudicate cases in jurisdictions that lack adequate 
legal frameworks (e.g., liability regimes).

• Provide findings and recommend action (e.g., 
remedies, penalties) to council.
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