
Key Points
 → Disinformation campaigns aimed at undermining 

electoral integrity are expected to play an ever 
larger role in elections due to the increased 
availability of generative artificial intelligence 
(AI) tools that can produce high-quality synthetic 
text, audio, images and videos and their potential 
for targeted personalization.

 → As these campaigns become more sophisticated 
and manipulative, the foreseeable consequence 
is further erosion of trust in institutions and 
heightened disintegration of civic integrity, 
jeopardizing a host of human rights, including 
electoral rights and the right to freedom of thought. 

 → These developments are occurring at a time when 
the companies that create the fabric of digital 
society should be investing heavily in, but instead 
are dismantling, the “integrity” or “trust and 
safety” teams that counter these threats. 

 → Policy makers must hold AI companies liable for 
the harms caused or facilitated by their products 
that could have been reasonably foreseen. They 
should act quickly to ban using AI to impersonate 
real people or organizations, and require the 
use of watermarking or other provenance 
tools to allow people to differentiate between 
AI-generated and authentic content. 

Introduction
The 2024 US presidential election gave an unexpectedly 
decisive win to the Republican candidate, Donald 
Trump. However, throughout the election season, 
beginning in the primaries (Nehamas 2023; Swenson 
and Weissert 2024; Powell 2024) and running through 
the final days of the campaign, US intelligence agencies 
(Thrush 2024) and large tech companies (AI Elections 
Accord 2024) warned that foreign actors were attacking 
the election online and weaponizing AI technologies 
in new ways. The election, and others around the 
world in 2024 (European Commission 2024) and 2023 
(Meaker 2023), have been subject to disinformation 
campaigns and influence operations unlike any others 
in human history (Allyn 2024). Disinformation is not 
new, and neither are influence operations run by 
foreign states. But one thing has changed since the 
2016 electoral gauntlet: the rise of generative AI tools. 

Large language models, most commonly known for 
being the technology underlying the ChatGPT chatbot, 
have stormed to the forefront of public consciousness. 
OpenAI’s ChatGPT was the first chatbot to reach large-
scale public adoption. According to OpenAI, ChatGPT 
reached its first one million users in five days when it 
launched in November 2022. This same milestone took 
ChatGPT’s contemporaries, Instagram and Netflix, 
2.5 months and 3.5 years, respectively (Hu 2023).

This success has not gone unnoticed and today there 
is a plethora of direct competitors to ChatGPT. Google 
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now has Gemini. Meta has Llama. Anthropic has 
Claude. And on, and on. At their most basic level, 
these chatbots will take a plain language text 
prompt from a user and then generate new text to 
respond to that prompt. Given the sophistication 
of these tools, the text is well-written and 
grammatically correct, and appears substantively 
convincing — even if not always accurate.

There are also AI tools that can generate images or 
video based on text prompts. This exposes a new front 
in disinformation campaigns, namely, deepfakes. It 
is now possible to create convincing audio and video 
of real people saying or doing things that they did 
not (Bond 2024; Thebault 2024). To create a deepfake 
video, the creator trains a generative AI model with 
extensive real video footage of the target individual, 
enabling the system to recreate their appearance 
from various angles and lighting conditions. The 
outputs of this model are then combined with 
computer graphics techniques to overlay the person 
onto a synthetic body. Although AI accelerates the 
process significantly, achieving a convincing result 
requires time and manual adjustment of parameters 
to eliminate any noticeable glitches or artifacts in 
the final image (Adee 2020; Thompson 2024). While 
most video deepfake tools are cumbersome and 
unconvincing today, the companies developing these 
tools are making startling improvements nearly 
every month. Notably, some of these companies 
require the consent of the deepfaked individual in 
order to produce outputs,1 while others have been 
distributed in an “open-source” manner that offers 
no such limitations (Bernaciak and Ross 2022).

Furthermore, despite the increasing accessibility 
of deepfake technology, the general public still 
struggles to recognize manipulated content (American 
Bankers Association 2025). This poses a significant 
threat to democracies, as malicious actors exploit 
this uncertainty to disseminate synthetic or falsified 
information, eroding trust. Such exploitation can 
have psychological, reputational and economic 
harm implications (Government of Canada 2023). 
This is troubling, because when looking at how 
disinformation campaigns are constructed, it is clear 
these technologies will supercharge disinformation 
campaigns and influence operations. Democracies 
should expect that disinformation campaigns 
seeking to undermine electoral integrity will 
become much more sophisticated and widespread 

1	 See,	for	example,	HeyGen’s	“Acceptable	Use	and	Moderation	Policy”:	
www.heygen.com/moderation-policy.

as a consequence of the increasing availability of 
progressively higher-quality generative AI tools.

While many people have pointed out that some 
predictions of the impact of AI-powered election 
interference in 2024 did not come true (Kapoor 
and Narayanan 2024), it is important to recognize 
that the technology is still in its early stages, and 
traces of its impact can already be seen around the 
world (Elliott 2024). Futurist Roy Amara described 
this phenomenon in “Amara’s Law,” which states 
that “we tend to overestimate the effect of a 
technology in the short run and underestimate 
the effect in the long run” (quoted in Lin 2024).

Additionally, encrypted messaging platforms, 
one of the best mechanisms for distributing AI-
generated election interference and manipulation 
efforts, are at present very difficult to study due 
to the lack of transparency about user complaints 
of abuse from the companies who run these 
services. A recent study notes that “messaging 
platforms, which market themselves as spaces for 
private conversation, increasingly serve as arenas 
for intense political activity, including electoral 
campaigns. The architectures and features of 
applications like WhatsApp, Telegram, and Viber 
make them particularly useful as vectors for 
political propaganda, or information calculated to 
manipulate public opinion” (Olaizola Rosenblat, 
Trauthig and Woolley 2024, 1). It will be important 
for researchers and policy makers to continue 
to put pressure on these companies to preserve 
encryption capabilities, while at the same time 
closely monitoring for signals of abuse and taking 
rapid and transparent action when accounts 
generate repeat violations of platform policies.

Disinformation Is Set to 
Get	Much	Worse
How disinformation campaigns actually work has 
been described elsewhere in detail. Individual 
campaigns will vary, but inevitably involve some 
measure of narrative creation and propagation, 
social media manipulation, use of state-controlled 
media or proxies, the exploitation of authentic 
grievances, covert influence and the instigation of 
conflict between groups. The more sophisticated 
of these can be buttressed by cyber operations, 
typically “hacks” and “leaks,” whereby an email 
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compromise or some other exploit results in 
the release of private information that is either 
embarrassing or damaging. To date, one of the most 
prominent examples of the latter occurred when 
Russian intelligence agencies hacked the computer 
network of the Democratic National Committee in 
2016 and leaked salacious internal documents and 
emails to various public facing outfits, including 
Wikileaks (Office of Public Affairs 2018). 

Figure 1 depicts the “Kill Chain” of the 
Disinformation Analysis and Risk Management 
(DISARM) open-source framework. The DISARM 
Framework “provides a common language to 
combat disinformation, for defenders to coordinate, 
share data, analysis, and act in synchrony,”2 
and the Kill Chain, originally a military concept 
and adapted for cybersecurity, is a model that 
details the stages of a disinformation campaign 
(Strategic Communications, Task Forces and 
Information Analysis Data Team 2023, 4). The 
stages include collective measures taken to plan, 
prepare, execute and then assess the efficacy 
of these campaigns. Given how disinformation 
campaigns are constructed, there is almost no 

2 See www.disarm.foundation/.

stage that will not be rendered more effective by 
the use of generative AI. Developing convincing 
narratives no longer requires native language 
skills or deep understanding of social cleavages. 
Creating realistic, believable, tailored content 
no longer requires graphic design teams or 
commensurate marketing expertise; it is just a 
few text prompts away. Given the unsatisfactory 
nature of the existing tools to address this 
budding reality, it is completely foreseeable that 
disinformation — especially during elections — 
is set to get much, much worse (Elliott 2024).

Although 2024’s elections did not have any single 
blockbuster AI use case that appears to have had 
such a significant impact that it might have changed 
an election outcome, there is definitely evidence of 
the technology being put to use (ibid.). During the 
Democratic primary, President Joe Biden recorded 
a message that was then delivered through a 
computerized auto-dialer (a “robocall”) to prospective 
voters in New Hampshire’s primary, discouraging 
them from voting in the primary, by saying that 
they only got one vote to cast and needed to save it 
for the November general election against Donald 
Trump. In essence, they were told by the President 
of the United States not to waste their one and only 
vote during the primary. The problem, of course, is 

Figure	1:	DISARM	Kill	Chain	
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Box	1:	The	Human,	Civil	and	Political	Rights	at	Stake
Universal Declaration of Human Rights 

Article 21

1. Everyone has the right to take part in the government of his country, directly or through freely 
chosen representatives.

2. Everyone has the right of equal access to public service in his country.

3. The will of the people shall be the basis of the authority of government; this will shall be 
expressed in periodic and genuine elections which shall be by universal and equal suffrage and 
shall be held by secret vote or by equivalent free voting procedures.

International Covenant on Civil and Political Rights

Article 25

Every citizen shall have the right and the opportunity, without any of the distinctions mentioned 
in article 2 and without unreasonable restrictions: 

a. To take part in the conduct of public affairs, directly or through freely chosen representatives; 

b. To vote and to be elected at genuine periodic elections which shall be by universal and equal 
suffrage and shall be held by secret ballot, guaranteeing the free expression of the will of the 
electors; 

c. To have access, on general terms of equality, to public service in his country.

European Convention on Human Rights

Protocol 1, article 3

The High Contracting Parties undertake to hold free elections at reasonable intervals by secret 
ballot, under conditions which will ensure the free expression of the opinion of the people in the 
choice of the legislature.

Charter of Fundamental Rights of the European Union

Article 39

1. Every citizen of the Union has a right to vote and to stand as a candidate at 
elections to the European Parliament in the Member State in which he or 
she resides, under the same conditions as nationals of that State.

2. Members of the European Parliament shall be elected by direct universal suffrage in  
a free and secret ballot.

Article 40

Every citizen of the Union has the right to vote and to stand as a candidate at municipal  
elections in the Member State in which he or she resides under the same conditions as nationals 
of that State.
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that the information was false, and that Biden did 
not record that message. But it sounded like him, 
mimicked his intonation, and even borrowed some of 
his signature language — for example, in describing 
the early vote as “a bunch of malarky” (CNN 2024). 

In addition to such deceptive uses, AI also has an 
impact through what scholars have dubbed the 
“liar’s dividend” (Chesney and Keats Citron 2018), a 
phenomenon by which people can dismiss authentic 
claims as false. One of the clearest examples of this 
was Trump’s assertion that images of large crowds 
at Kamala Harris’s rallies were fake, although, in 
fact, they were real (Joffe-Block 2024). Policy makers 
must expect that over the coming elections, the use 
of deepfake technology will be more ubiquitous, 
more effective and more damaging to the democratic 
process, if policies are not quickly put in place to 
mitigate its harms.

The	Harms	of	“Truth	Decay”
The rising use of this technology indicates further 
“truth decay” and a continued rise in “bespoke 
realities.” The RAND Corporation defines truth decay 
as the erosion of the role of facts and data in public 
discourse (Kavanagh and Rich 2018, chapter 2). 
Four trends characterize this concept: growing 
disagreement about facts and their interpretation, 
a blurred distinction between opinion and fact, 
the rising prominence of opinion and personal 
experience over factual evidence, and a decline in 
trust in once-reliable sources of information (ibid.). 

Individuals impacted by “truth decay” inhabit a 
unique realm of perception termed a “bespoke 
reality,” a concept coined in 2019 by Renée DiResta, 
an associate research professor at the McCourt 
School of Public Policy at Georgetown University. 
She describes it as a consequence of a “Cambrian 
explosion of bubble realities” (DiResta 2019), where 
communities develop distinct norms, trusted 
sources and factual frameworks. These bespoke 
realities are personalized overlays of the world 
shaped by individual desires and preferences. 
Advancements in technology, including the internet, 
social media, and augmented and virtual reality, 
have magnified and diversified this phenomenon 
(French 2023). Those “realities” are set to become 
much more convincing with the increasing access 
to generative AI tools of higher and higher quality. 

As these campaigns become more sophisticated 
and manipulative, the foreseeable consequence 
will be a further erosion of trust in institutions 

and a heightened disintegration of civic 
integrity, which in turn will jeopardize a host 
of human rights, including electoral rights and 
the right to freedom of thought (see Box 1).

Electoral rights are the very fabric of democracy. 
While the content or implementation of these rights 
might vary marginally from country to country, 
the essence is that democratic polity is made of a 
bundle of rights, which include the right to vote and 
to have fair elections, non-discrimination, freedom 
of association, freedom of expression, access to 
information, and privacy when voting, as enshrined 
in, for example, the Universal Declaration of Human 
Rights, the International Covenant on Civil and 
Political Rights, the European Convention for the 
Protection of Human Rights and Fundamental 
Freedoms, and the Charter of Fundamental 
Rights of the European Union3 (see Box 1).

Fundamental	Rights	at	Risk
It is not hard to conceive of a not-too-distant state 
of affairs where the information ecosystem is so 
poisoned by AI-generated content that the right to 
fair elections and the right to access information is 
rendered meaningless.

This technological evolution could also undermine 
other fundamental human rights. The right to freedom 
of thought is a core human right that is enumerated 
under international law. It has three essential 
elements: 

 → the right to keep our thoughts private so that 
we may not be coerced into revealing them;

 → freedom from manipulation; and

 → a prohibition on penalizing a person for their 
thoughts or opinions alone (Shull 2024).

It is the ability to manipulate that makes these 
technologies so potentially offensive to the 

3 Universal Declaration of Human Rights, GA	Res	217A	(III),	UNGAOR,	3d	
Sess,	Supp	No	13,	UN	Doc	A/810	(1948)	[UDHR],	online:	 
<https://documents.un.org/doc/resolution/gen/nr0/043/88/pdf/
nr004388.pdf>; International Covenant on Civil and Political Rights, 
16	December	1966,	999	UNTS	171	(entered	into	force	23	March	1976),	
online:	<www.ohchr.org/en/professionalinterest/pages/ccpr.aspx>; 
European Convention for the Protection of Human Rights and 
Fundamental Freedoms,	4	November	1950,	213	UNTS	221,	ETS	No	5	
(entered	into	force	3	September	1953)	[European Convention on Human 
Rights],	online:	<www.echr.coe.int/documents/d/echr/convention_
eng#page=19>;	EC,	Charter of Fundamental Rights of the European 
Union,	[2012]	OJ,	C	326/391	[Charter],	online:	 
<https://eur-lex.europa.eu/eli/treaty/char_2012/oj/eng>.

https://documents.un.org/doc/resolution/gen/nr0/043/88/pdf/nr004388.pdf
https://documents.un.org/doc/resolution/gen/nr0/043/88/pdf/nr004388.pdf
http://www.ohchr.org/en/professionalinterest/pages/ccpr.aspx
http://www.echr.coe.int/documents/d/echr/convention_eng#page=19
http://www.echr.coe.int/documents/d/echr/convention_eng#page=19
https://eur-lex.europa.eu/eli/treaty/char_2012/oj/eng
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right to freedom of thought. If an individual 
is manipulated through targeted fake content, 
turbocharged by generative AI, it is likely to result 
in instances of the breach of this fundamental 
right. Indeed, it is almost impossible to conceive 
of an instance where fake information or content 
is passed off as genuine and not being used 
to manipulate an individual in some way. 

The very essence of what makes us human is our 
freedom to think what we wish, and this freedom 
to think and to choose our elected representatives 
is what makes democracy work. It cannot be 
subject to further erosion because of technological 
evolution. However, at the same time that these 
technologies are becoming more powerful and more 
persuasive, the companies that form the global 
distribution channels for this content are hollowing 
out the safety mechanisms that could check the 
most harmful impacts of these tools’ misuse. 

According to the Big Tech Backslide report from 
Free Press — the most comprehensive effort so 
far to document the divestment from efforts to 
protect social media and messaging platforms 
from abuse — “the largest social-media companies 
have deprioritized content moderation and other 
user trust and safety protections, including rolling 
back platform policies that had reduced the 
presence of hate, harassment and lies on their 
networks. These companies have also laid off 
critical staff and teams tasked with maintaining 
platform integrity” (Benavidez 2023, 3).

One significant factor enabling this transition was 
the 2022 acquisition of Twitter by Elon Musk (Toh 
and Liu 2023), which led to an astounding layoff of 
approximately 80 percent of the company’s staff, 
including a team responsible for AI ethics (Knight 
2022). Mark Zuckerberg appeared emboldened by 
these efforts, expressing admiration for Musk’s 
having made Twitter a “leaner” company (Gendron 
2023). Zuckerberg himself called 2023 Meta’s “year 
of efficiency,” conducting multiple rounds of layoffs 
and disbanding his own company’s “Responsible 
AI” team (Picciotto 2023). In early 2025, Zuckerberg 
announced that Meta would be ceasing all fact-
checking operations in favour of a community-driven 
moderation system reliant on community-voted 
content labelling (Isaac and Schleifer 2025).

Meta, Amazon, Alphabet and Twitter “ravaged” 
their “trust and safety” and “integrity” teams, 
making major cuts to teams fighting online 
misinformation and hate speech across their 

companies. In a noteworthy cut, Meta eliminated 
a fact-checking tool that teams had been building 
for more than half a year (Field and Vanian 2023).

These cuts to trust and safety teams have gone 
so deep that a new industry has taken shape 
to sell back these functions as a service to big 
tech companies (Elliott 2023). Start-ups such as 
Cove,4 Cinder and Safety Kit5 were all founded 
by alumni of the same big tech companies that 
made these cuts. In an interesting twist, each of 
the companies advertises on its website how it is 
using AI to support content-moderation efforts.

While there is reason to think that this new 
industry’s approach could be promising, it is by 
no means a mature or complete substitute for 
the human beings whose jobs were eliminated 
by these platforms. There is also reason to be 
concerned that the pendulum could eventually 
swing too far in the opposite direction, and that 
these types of AI tools could eventually become 
“too reliable” for content moderation, “providing 
a mechanism for suppression masquerading 
as moderation” (Barrett and Hendrix 2024).

To be fair, it’s not pure greed on the part of CEOs 
themselves driving these cuts — activist investors 
such as Altimeter Capital’s Brad Gerstner play a 
significant role in driving these decisions. Gerstner 
wrote in October 2022 that “it is a poorly kept secret 
in Silicon Valley that companies ranging from Google 
to Meta to Twitter to Uber could achieve similar levels 
of revenue with far fewer people” (Gerstner 2022).

Protecting the Information 
Ecosystem
When facing pressures like these, all roles that 
generate costs and not profits are strong candidates 
for the chopping block. Without strong laws making 
the protection of the information environment 
a priority for these companies, the companies 
making big investments in areas such as AI 
ethics and content moderation get punished. 

This means that policy makers must act.

4	 See	https://getcove.com/.

5	 See	www.safetykit.com.
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Europe has jumped ahead of the rest of the world’s 
democracies by passing not only their path-breaking 
AI Act in 2024, but also their 2022 Digital Services Act 
(DSA).6 Although the DSA does not mention the words 
“artificial intelligence,” it has extensive provisions 
that refer and apply to the algorithmic systems 
(often referred to also as “AI”) that underpin online 
platforms, including social media and search engines.

An important aspect of the DSA, in relation to the 
right to freedom of thought, is that it is designed, 
as is all EU law, to operate in accordance with the 
Charter of Fundamental Rights of the European 
Union,7 which includes both the right to freedom of 
thought and the right to mental integrity. That charter 
has significant overlap with, and a lineage that can 
be traced in part back to, the Universal Declaration 
of Human Rights (Anderson and Murphy 2011).

In article 34, the DSA lays out that very large online 
platforms (VLOPs) and very large online search 
engines (VLOSEs) must conduct risk assessments 
to evaluate “any actual or foreseeable negative 
effects for the exercise of fundamental rights,” 
as well as “any actual or foreseeable negative 
effects on civic discourse and electoral processes” 
and, further, “the protection of public health 
and minors and serious negative consequences 
to the person’s physical and mental well-being” 
(paras 1[b], 1[c], 1[d], respectively). In assessing 
these risks, article 34, paragraph 2, outlines that 
the platforms must consider, among other factors, 
“(a) the design of their recommender systems and 
any other relevant algorithmic system; (b) their 
content moderation systems; and (c) the applicable 
terms and conditions and their enforcement.” In 
March 2024, the European Commission released 
new draft guidelines under the DSA “for the 
mitigation of systemic risks online for elections,” 
giving much more detail about their expectations 
of DSA enforcement in the context of imminent 
European elections and developments in generative 
AI technology since the DSA came into force in 2022 
(European Commission 2024a). These guidelines — 
drafted after much of the substance of the EU AI Act 
was agreed on — are critically important, because 
their guidance is effective immediately, whereas 

6	 See	EC,	Regulation (EU) 2022/2065 of the European Parliament 
and of the Council of 19 October 2022 on a Single Market for 
Digital Services and amending Directive 2000/31/EC,	[2022]	OJ,	
L	277/1,	online:	<https://eur-lex.europa.eu/legal-content/EN/TXT/
HTML/?uri=CELEX:32022R2065#d1e3513-1-1>.

7 Charter, supra note 3.

the substantive provisions of the EU AI Act will 
take up to three years to come into force fully.

The guidelines have several critical provisions 
supporting freedom of thought in the context of 
AI. Most notable is a requirement in article 39 that 
“providers of VLOPs and VLOSEs whose services 
can be used for the creation of deceptive, biased, 
false or misleading generative AI content….Ensure 
that generative AI content, and other types of 
synthetic and manipulated media, is detectable — 
notably by using sufficiently reliable, interoperable, 
effective and robust techniques and methods, such 
as watermarks” (emphasis in original; ibid., 26).

While not all generative AI providers are VLOPs or 
VLOSEs, many of them are (Meta, Google, Microsoft 
and X, for example), and the guidelines mean 
that they need to take steps immediately to begin 
marking their AI-generated content in robust ways. 
This requirement is significant, because while most 
of the major AI companies made commitments 
to mark AI-generated content in the White House 
Voluntary AI Commitments of July 2023 (The White 
House 2023), and again in February 2024 at the 
Munich Security Conference under a new “AI 
Elections Accord,”8 the companies have failed to 
live up to their voluntary commitments (Harris 
and Norden 2024; Kroet 2024; Ahmed et al. 2025).

Policy makers elsewhere in the world should quickly 
follow suit and make broader laws requiring all 
generative AI developers to include difficult-to-
remove watermarks in their AI-generated content. 
This type of watermark is difficult to remove and can 
be ingested by social media and messaging platforms 
and turned into a label that lets people know if 
content was generated by AI. Equally important 
is placing requirements on camera and phone 
manufacturers to include authenticity watermarks in 
authentic images and audio and video recordings, and 
to give people the option to place digital signatures 
on content that they create. These types of policies 
will push people toward online experiences where 
they are able to understand much more about the 
provenance of most of the content they see and 
hear, which will give users a better idea of what is 
authentic and what is synthetic. California’s new 
AI Transparency Act is a good start down this road 
(Kemp 2024), as will likely be the code of practices 
currently under development that will provide details 

8	 See	www.aielectionsaccord.com/.

https://eur-lex.europa.eu/legal-content/EN/TXT/HTML/?uri=CELEX:32022R2065#d1e3513-1-1
https://eur-lex.europa.eu/legal-content/EN/TXT/HTML/?uri=CELEX:32022R2065#d1e3513-1-1
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on implementation of the required provenance 
and watermarking provisions of the EU AI Act.

Watermarking is not, however, a silver bullet. It will 
not work in all cases, and some types of synthetic 
content that are particularly dangerous should 
be banned altogether. One is the use of AI for 
impersonation. The US Federal Trade Commission 
(FTC) recently banned government and business 
impersonation, and is now seeking public comments 
on a potential ban on impersonation of individuals 
(FTC 2024). Deepfakes largely overlap with this 
category, and have already been used to interfere in 
elections in noteworthy ways in the United States, as 
with the earlier cited example of a voice mimicking 
Biden’s voice being used in a robocall discouraging 
voting (Ramer 2024); AI-generated images, even if 
marked as inauthentic, can be immensely disruptive 
as well, as happened with fake photos of Trump being 
arrested that were shared millions of times on social 
media in March 2023 (Stanley-Becker and Nix 2023). 

There are many other solutions that should be 
required of social media and messaging platforms 
to protect freedom of thought. One solution, already 
in use in many parts of the world, is independent 
fact-checking. The European Union’s final election 
guidelines require that VLOPs and VLOSEs take 
“measures to provide users with more contextual 
information on the content and accounts they engage 
with,” including the placement of “fact-checking 
labels on identified disinformation and FIMI [foreign 
information manipulation and interference] content 
provided by independent fact-checkers and fact-
checking teams of independent media organisations.”9 

Fact-checking is already implemented by some 
social media companies, but implementations are 
often partial or do not meet the scale of the problem. 
Facebook and Instagram perversely exempt politicians 
altogether from fact-checking, which created a 
bizarre situation where, upon his November 2022 
announcement that he was running for president in 
the 2024 elections, Donald Trump secured nearly two 
years of immunity from fact-checking (Duffy 2022).

Freedom of thought in the online world, however, is 
not only implicated in decisions from large platforms 
about how to handle content made by AI. Freedom 

9	 EC,	Annex to the Communication to the Commission. Approval of the 
content of a draft Communication from the Commission on Guidelines 
for providers of Very Large Online Platforms and Very Large Online 
Search Engines on the mitigation of systemic risks for electoral processes 
pursuant to the Digital Services Act,	C(2024)	2121	final	at	8.

of thought can also become compromised within 
the design structure of platforms themselves, and 
specifically, the way that AI algorithms are used 
to rank and recommend certain content to certain 
users. Many researchers have highlighted the 
prevalence of echo chambers and the propensity 
for social algorithms to group biased individuals 
together and rapidly spread information between 
them (Cinelli et al. 2021). This practice is deployed 
by social platforms to maximize engagement and 
advertising revenue, but it can just as easily cut an 
individual off from valuable perspectives beyond 
their current biases. A new wave of researchers has 
begun attempts to address this fundamental issue 
with design solutions. An author of the Neely Center 
Design Code for Social Media says that “our design 
code is ‘content neutral,’ meaning that it does not 
require a platform to make decisions about which 
content to allow or amplify. Instead, it anchors 
on signals from users as to what they prefer and/
or consider to be higher quality content” (quoted 
in Skacan 2024). Elements of this design code 
are already making their way into policy circles, 
including via Minnesota’s proposed Prohibiting Social 
Media Manipulation Act.10 Design changes could 
modify features that feed or reward “psychological 
factors such as social comparison, the need for 
social validation, and the fear of missing out” that 
researchers identify as driving social media addiction 
(Perez-Lozano and Espinosa 2024), reduce exposure 
to types of content unwanted by the user and give 
people better ways to control their privacy settings.

At the most basic level, the shift needed is a balanced 
move toward the democratization of social media 
platforms — toward a world in which democratically 
elected governments can act to make AI and 
communications tools serve, above all, the needs of 
everyday people, while protecting their human rights.
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