
Key Points
	→ Despite gaining prominence, the fairness, 

accountability, transparency and ethics 
(FATE) framework in artificial intelligence (AI) 
governance poses significant limitations. It is 
inadequately defined to meet the complexities of 
a pluralistic work, lacks consensus on normative 
values underpinning it, is prone to misuse and 
misrepresentation, and inadvertently promotes 
ethics washing.

	→ The International Bill of Human Rights, while 
not devoid of criticism and implementation 
challenges, provides a universal foundation for 
building consensus around value archetypes 
within and between societies.

	→ Canada can play a critical leadership role in 
international AI governance through the Global 
Digital Compact, as well as its membership in 
the Group of 20 (G20) and its presidency in the 
Group of Seven (G7), by establishing human rights 
frameworks as a governance norm for AI systems. 

Introduction 
AI has increasingly captured policy attention, 
leading to its usage doubling in global legislative 
proceedings, from 1,247 in 2022 to 2,175 in 2023 
(Stanford Institute for Human-Centered Artificial 
Intelligence 2024). But despite the frenetic pace of 
this new technology, questions persist about the 
normative values underpinning AI governance. 
Some researchers have questioned how AI systems 
can better align with human values, while others 
argue that these systems “lock in” specific value 
archetypes that reflect those of their developers 
and designers (Gabriel and Ghazavi 2021). 

“Value sensitive design,” particularly in technology, 
is focused on what people consider important in 
their lives, with an emphasis on ethics and morality 
(Friedman and Hendry 2019). However, moral 
discourse is saturated with disagreements. American 
communitarian theorist Michael J. Sandel (2011) 
argues that morality is centred around three major 
ideas — maximizing welfare, respecting freedoms 
and promoting virtues — and each ethical theory 
“points to a different way of thinking about justice.” 
Eastern philosopher Li Zehou contends that justice 
is intertwined with harmony (D’Ambrosio 2016), 
while Nobel Prize winner and economist Amartya 
Sen (2012) proposes making comparative judgments 
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about justice and injustice rooted in “social 
realizations” — the actual lives of people and 
the freedoms they enjoy. Depending on which 
perspective is taken, there may be different 
implications for what is considered ethical and 
moral in the use and governance of technologies.

This philosophical dilemma raises several 
questions. First, what specific ethical principles 
do AI systems need to adhere to, and which actors 
are responsible for defining these principles? 
Human beings hold a variety of contrasting but 
reasonable beliefs about moral values (Rawls 
1999), so designing governance systems for 
AI with a single moral doctrine would involve 
imposing a set of values and judgments on other 
people who may not agree with them (Gabriel 
2020). Second, can localized and contextualized 
rules be embedded in transnational technology 
architectures? Societies operate on varied public 
conceptions of justice (ibid.). Domestic principles 
of justice are siloed and cannot be packaged 
into transnational technology designs with the 
same constraints that domestic policies impose. 
Historically, while nation states have intervened to 
influence the character and use of the internet — 
and now AI — in different parts of the world, the 
technology embodies design principles that are 
counterproductive to efforts around localization 
(Leiner el al. 2009). Third, and most critically, which 
set of normative values should be encoded in AI 
systems or in their governance? The largest AI 
systems in the world are predominantly designed 
under sociopolitical and commercial conditions 
in economically advanced Western democracies, 
inherently posing the risk of imparting doctrines 
of morality and ethics that may not agree with 
those operating in other parts of the world. 

Bearing these considerations in mind, this policy 
brief argues that ethics as a sole framework for 
AI governance in a pluralistic world may be 
insufficient and ill-defined and might inadvertently 
result in co-option of one ethics value archetype 
over others. Different interpretations of 
“ethical” and “fair” AI systems rely on different 
contextual assumptions (Friedler, Scheidegger 
and Venkatasubramanian 2021), resulting in 
inconsistencies in their effects on specific 
population subgroups (Whittlestone et al. 2019). 
Moreover, such interpretations risk being top-down 
and focused on “the machine” by reflecting the 
values of those who design and deploy AI systems, 
thereby undermining the diversity of people’s 
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experiences on the receiving end of these systems. 
This policy brief proposes that universal human 
rights principles — despite their limitations — 
must provide a pragmatic way forward by making 
human conditions central to the impact of AI 
technologies, while still addressing pluralism, 
political fragmentation and cross-culturalism.

Limitations of Governing 
Globally through 
Algorithmic Fairness  
and Ethics
Limited Scholarship in AI Ethics 
Exacerbates Historical Harms
While the field of ethics in computing is not new, 
it has recently gained increased attention due to 
the growing discourse on the societal implications 
of machine learning and AI technologies. Despite 
this field’s long-standing history, a mere seven 
percent of the 186 machine-learning courses 
surveyed across the top 20 US universities offer 
ethics-specific training (Saltz et al. 2019). Although 
FATE research in AI has advanced substantially over 
the past several years, the broader FATE research 
community is lacking in terms of geographic and 
cultural diversity (Freire, Porcaro and Gómez 
2021). The sparseness of ethics content within 
technical machine-learning/AI courses is further 
compounded by a dearth of philosophical and 
ethical perspectives outside of the United States 
and Western Europe (referred to as “the West” in 
this brief). This results in recommendations that 
are primarily situated within a limited view of 
dominant English-speaking and Western European 
cultural values (Schwartz 2006; Prabhakaran et al. 
2022). Consequently, this content responds to 
injustices and social discrimination particular to 
Anglo-Saxon political environments, while failing 
to adequately consider the systemic injustice 
and discrimination faced by communities in 
the Global Majority, as well as economically, 
racially or ethnically marginalized groups in 
the West. While many scholars in AI ethics are 
immigrants or children of immigrants themselves, 
and their work sometimes strives to address 
these systemic disparities, there remains a 

noticeable gap in research representing the full 
spectrum of sociopolitical realities worldwide. 
This limited scope risks perpetuating a narrow 
understanding of ethics in AI governance.

Researchers have previously highlighted 
how neoliberal AI systems perpetuate data 
extractionism, stifling Indigenous innovation and 
making Global Majority communities dependent 
on North American or Western European software 
and infrastructure, which are rooted in colonial 
business models (Birhane 2020). These business 
models risk disenfranchising communities already 
prone to exploitation and underdevelopment due to 
centuries of imperialism (Kwet 2019). Algorithmic 
fairness methodologies assume a complete 
representation of people and phenomena in the 
data set; however, despite more than 50 percent 
of India’s population being online, models tend to 
overfit for “digitally rich groups,” namely, urban 
and male populations (Sambasivan et al. 2021). 
Similarly, statistical fairness assumes that user 
data corresponds one-to-one with people. But 
this does not account for the multilayered power 
dynamics experienced in many South Asian 
households, where men — who have more access 
to “devices, documentation and mobility” — often 
respond on behalf of women during national 
data collection initiatives, with data instruments 
attributing these responses to women (ibid.). 
Without substantive engagement with the politics, 
values and conditions of non-Western populations, 
the field of algorithmic fairness can be naive and 
myopic, while exacerbating historical harms (ibid.).

Values pluralism exists both between regions and 
countries and within countries and communities. 
For example, in Anglocentric society, neoliberal 
conceptions of the ethical use of creating, 
distributing and preserving data and knowledge 
give autonomy to the individual, while some 
Native American communities assume that data 
is part of a group’s overall identity, with “certain 
members hav[ing] a duty to keep the [knowledge] 
on behalf of the group” and safeguard its privacy 
(Tsosie 2007). Within tribal cultures, individuals 
are born into “an integrated network of family, 
kinship, social and political relations,” and 
individual rights exist within these normative 
frameworks and relationships (Clinton 1990). 
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Lack of Consensus on AI Fairness 
and Ethical Values Undermines 
Their Efficacy and Implementation
While there is a global push to adopt the 
FATE framework for AI governance, varying 
interpretations of these principles complicate 
their adoption and implementation. An analysis of 
more than 200 guidelines and recommendations 
worldwide for AI systems finds that “transparency,” 
“explainability,” “reliability” and “fairness” are 
among the most cited principles (Corrêa et al. 
2023). Some practitioners argue that the overlap 
of these principles signals a positive convergence 
of values, suggesting a shared commitment 
to ethical AI. However, in practice, there is 
significant divergence in how these principles are 
interpreted, the value systems they represent, 
and the specific issues, domains or actors they are 
meant to address (Jobin, Ienca and Vayena 2021). 

Further, the lack of consensus on the content 
of normative values underpinning AI ethics has 
created a disconnect between AI developers and 
the communities they aim to serve. AI ethics is 
often treated as a technical discipline marked by 
insufficient engagement with the lived experiences 
of the end user. A survey of 146 research papers 
on analyzing bias in natural language processing 
models found limited engagement on the ways in 
which bias is harmful, why it is harmful and who 
is harmed by it (Blodgett et al. 2020). Although 
a particular automated decision-making system 
can improve the overall accuracy of decisions in 
recruitment or loan applications, for example, it can 
still discriminate against a specific subgroup of the 
population (Whittlestone et al. 2019). A beneficial 
AI system can save lives while also using personal 
data in ways that violate a community’s notion of 
privacy (ibid.). The absence of a shared vocabulary 
on AI ethics widens the gap between research, 
policy practice, innovation and communities. 

Existing governing frameworks and ethical 
codes for AI often contain “abstract and vague 
concepts,” such as the idea of “fair AI,” without 
offering specific, actionable steps to implement 
these principles (Mittelstadt 2019). They also fail 
to address fundamental normative and political 
tensions embedded in these concepts (ibid.). For 
example, the Montréal Declaration1 cites “well-

1	  See https://declarationmontreal-iaresponsable.com/la-declaration/.

being” and “sustainable development” as two 
principles to develop responsible AI, but does 
not address the potential for contradiction 
between these concepts. On one hand, an 
AI system can improve human productivity 
through the automation of cumbersome 
administrative tasks, which directly affects 
human well-being, while on the other hand 
simultaneously contributing to carbon emissions 
and environmental degradation (Hogan 2015). In 
other words, AI can promote the well-being of 
one party or subject at the expense of another.  

Moreover, existing translational tools and methods 
for converting AI ethics to practice are either too 
flexible, rendering them ineffective at addressing 
harms, or too strict, in that they are unresponsive 
to context (Morley et al. 2021). A survey among 
AI practitioners finds 91 percent of respondents 
agree that “ethically designing” AI products is 
important; however, 41 percent of respondents 
associate ethics with a narrow view of compliance 
with data protection regimes in which they are 
operating (Morley et al. 2023). It is unclear to 
practitioners who ultimately is responsible for 
ensuring alignment between AI product design and 
ethical principles (ibid.) and at which stages of the 
product life cycle. There is a disconnect between 
the demand and availability of pro-ethical design 
resources that are practical and enforceable, and 
others that are available lack engagement with 
specific assumptions and definitions underpinning 
ethical principles, making them non-actionable. 

The Adoption of AI Ethics Masks 
Institutional Shortcomings and 
Evasion of Regulatory Scrutiny
The lack of definitions, specificity, actionability 
and consensus about AI ethics has resulted in 
this concept lacking measurable results and 
ineffectively holding AI developers accountable, 
despite being “buzzworthy” in international 
political discourse. Conversely, the prevalence 
of vaguely worded principles drawn from the 
FATE framework that advocate for self-regulation 
masks private interests in the policy-making 
process, also known as “ethics washing” (Bietti 
2020). This approach avoids strict state-led 
interventions in the public interest in an effort to 
avoid public backlash. Governing AI technologies 
requires expertise and capabilities that do not 
exist in government agencies, often leading 
governments to allow the private sector to 
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actively participate in and shape the regulations 
intended to govern itself. In Russia, for example, 
overreliance on the expertise of domestic private 
organizations resulted in the Russian government 
intentionally avoiding regulatory obligations 
that may be resource intensive or misaligned 
with the business priorities of AI developers 
(Papyshev and Yarime 2024). The resulting AI 
ethics code was voluntary with unenforceable 
principles, and undermined consumer protection 
under the guise of technological innovation. 

In 2019, Google formed an AI ethics board with no 
veto power over controversial products, though it 
was quickly dissolved after facing public backlash 
(Knight 2019). A survey of more than 45 generative 
AI systems finds that although companies 
frequently use the term “open source” and claim 
that transparency and fairness are central to 
their AI product life cycle, many models are at 
best “open weight,” meaning that their internal 
parameters or values are trained and adjusted to 
learn relationships between data points. Companies 
often evade legal, regulatory and scientific scrutiny 
by withholding information about training 
data (Liesenfeld and Dingemanse 2024). In fact, 
most AI governance and ethics proposals have 
emerged from within the private sector and large 
corporations (Jobin, Ienca and Vayena 2021), 
raising serious concerns about ethics washing or 
using vague principles to distract from the actual 
harms caused by AI products and business models 
(Hu 2021). Despite espousing ethics guidelines, 
few companies can show tangible changes 
in how AI products are designed. In practice, 
individual employees who advocate for ethics 
within companies frequently lack institutional 
support and risk being sidelined in the face of 
fast-paced product launch goals (Ali et al. 2023). 

China’s national body on technical standards also 
espouses human welfare, transparency and ethics 
in their AI guidelines (Roberts et al. 2021). Although 
these principles are ostensibly similar to those 
supported by Western democracies and ethicists, 
it is critical to understand them in the context 
of China’s politics, ideology, culture and public 
consensus (Webster et al. 2017). Chinese culture 
places greater emphasis on social responsibility 
and community relations than on individual rights, 
so the data and privacy policies of its companies 
will likely come with problematic exemptions for 
the collection and use of personal data to “advance 
public interest” for security and health reasons. 

Similarly, Bangladesh, India, Mexico, Pakistan 
and Uruguay include ethics in their national AI 
strategies, but fail to also provide clear definitions 
or actionable measures. In extreme cases, policy 
makers interpret ethics through the lens of 
protectionism and upholding national sovereignty; 
in other words, these policies are misused to 
omit or revise aspects of science or history to 
align with political values that undermine the 
very premise of ethics and accountability. 

The International Bill  
of Human Rights as  
an Engine for  
Consensus Building
In 1948, the international community adopted the 
Universal Declaration of Human Rights (UDHR) to 
protect human dignity following the Second World 
War. In 1966, the United Nations added two more 
treaties — the International Covenant on Economic 
Social and Cultural Rights and the International 
Covenant on Civil and Political Rights. Together, 
these three documents form the International 
Bill of Human Rights,2 ratified by 170 UN member 
states. The bill provides a universal set of normative 
principles with legal precedent, offering a 
framework to guide and operationalize AI systems 
in ways that can safeguard fundamental rights. 
Broad support for this human rights framework 
among governments, organizations, industry and 
civil society offers a foundation for addressing 
AI’s impact on human lives (Latonero 2018).  

A human rights framework can serve as a starting 
point for achieving what many ethical frameworks 
aim to accomplish, but often fail to deliver. Shifting 
AI governance discourse from a focus on what 
machines can or cannot do to their impact on 
human lives, conditions and rights will enable 
policy makers to build broader consensus. This 
approach can have the following benefits:

	→ Empowering communities as rights holders: 
The vagueness and elasticity of AI ethics 

2	 See www.ohchr.org/en/what-are-human-rights/ 
international-bill-human-rights.
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principles often means their content can 
be shaped by anyone based on individual 
preferences and political interests. In contrast, 
the UDHR provides an analytical framework to 
resolve tensions between rights and societal 
interests through structured reasoning and 
evaluation (Yeung, Howes and Pogrebna 
2020). These rights, enshrined to individuals as 
bearers of equal status and dignity, empower 
communities as owners and holders of specific 
protections and freedoms, rather than as 
mere “recipients” and “stakeholders” of vague 
ethics standards. This framework demands 
a focus on whose rights are at stake, what 
those rights are and the potential risks that 
are entailed (Prabhakaran et al. 2022). The 
UDHR includes the rights to life, freedom 
and safety (article 3); justice (article 8); and 
privacy (article 12), as well as freedom of 
movement (article 13), thought (article 18), 
expression (article 19), and the right to work 
and equal pay (article 23), all of which are 
salient in informing the design and governance 
of AI systems. For example, human rights 
principles of non-discrimination and privacy 
can be applied to algorithmic discrimination 
and surveillance, as seen in facial recognition 
systems that produce culturally ingrained 
biases against people of colour (Buolamwini 
and Gebru 2018) and disproportionately target 
Black people and others from communities of 
colour (Turner Lee and Chin-Rothmann 2022). 

	→ Assigning explicit responsibilities to states, 
private industry and individuals: International 
human rights law places states as primary 
duty-bearers, responsible for safeguarding the 
fundamental freedoms of their populations 
(Rawls 1993). In cases where domestic law is 
lacking, these laws carry moral and normative 
significance. The 2011 UN report, Guiding 
Principles on Business and Human Rights, extends 
specific responsibilities to businesses, including 
technology companies, to identify, prevent 
and mitigate human rights risks posed by their 
products and services (United Nations Human 
Rights Office of the High Commissioner 2011). 
Developers of products and services must 
make an informed effort to understand the 
implications on rights holders and respond 
through an iterative and consultative process 
of evaluation, review and mitigation based on 
a clearly defined human rights framework.  

	→ Establishing norms for assessing AI 
impacts: The 2011 UN report outlines human 
rights assessments as an integral part of 
human rights due diligence, and takes into 
account geographies, resources, products 
and people in ensuring if businesses are 
fulfilling the recommended guidelines. The 
international human rights framework provides 
comprehensive norms for AI systems throughout 
their life cycles, ensuring conformity in design, 
assessment, testing, promotion, sales, licensing 
and distribution (Yeung, Howes and Pogrebna 
2020; Business for Social Responsibility 
2021). Meanwhile, human rights law imposes 
obligations on states to prevent violations, 
actively promote these rights and establish 
appropriate mechanisms for remedy and justice. 
A rights-respecting assessment would also 
impose a duty on both states and businesses to 
safeguard the rights and dignity of the oft-hidden 
workforce, predominantly from Global Majority 
regions, that is often responsible for labelling, 
moderating and maintaining AI technologies.

	→ Facilitating a shared vocabulary across 
product life cycles: Different sets of normative 
values can be embedded throughout the 
stages of an AI product’s life cycle, resulting in 
contradictions and opacity. These stages can 
include the values intrinsic to data collection 
and selection processes; sociopolitical values 
encoded during the design and development 
of the product; normative values dictating how 
data is trained; and policy or political values 
that determine the product’s deployment and 
distribution. The UDHR provides a consistent 
framework with well-established definitions 
that can be operationalized throughout the 
AI development and deployment process. 
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The Limitations of a 
Human Rights-Based 
Approach to AI 
Governance
Despite its merits and international legitimacy, 
the International Bill of Rights is not a panacea 
for AI governance and the myriad of challenges 
imposed by AI technologies. First, governments 
enforce international human rights law to 
varying degrees due to differences in political 
ideology and claims to sovereignty (Latonero 2018; 
International Institutions and Global Governance 
Program 2012). To tackle the rigidity of law, a 
human rights framework has emerged through 
interactions among UN systems, civil society, 
nation-states, the private sector, academia, non-
governmental organizations and individuals. 
In reality, instead of reflecting a universal 
heritage, the interpretation of a human rights 
framework has too often been politicized; oriented 
around dominant Western concerns; applied 
selectively to countries and communities; and 
cheapened as contradictions between principle 
and practice grow in number (Kaplan 2021). 

Second, the universality of this bill may be 
overstated: what is regarded as a human rights 
violation in one society may be considered lawful 
in another, and “Western ideas of human rights 
should not be imposed” (Tesón 1985). On one hand, 
critics argue that today’s human rights discourse 
is controlled by advocacy organizations, lobbyists 
and journalists who share a similar interpretation 
of individualistic Western norms that undermines 
community or shared rights (Kaplan 2021). On 
the other hand, proponents of the UDHR argue 
that it has a strong claim to “relative universality” 
(Donnelly 1984): it safeguards human dignity 
and freedoms and can be further built upon in 
response to specific contexts or communities. 

Third, the bill may perpetuate neo-imperialism 
(Wall 1998) through its politicized deployment 
by Western states. As political scientist Susan 
Waltz (2002) notes, non-state actors and Global 
Majority countries have led the way in “promoting 
the political idea of human rights” in iterations 
of the international human rights framework. 
But there are non-Western documents deserving 
of consideration in this framework: in Iran, for 

example, Talibov-i Tabrizi published Izahat dar 
Khusus-i Azadi (Explanations Concerning Freedom), 
while in China, Kang Youwei published early 
segments of Datong shu (The Book of Great Harmony) 
on liberty, freedom, equality and the rights of all 
humanity (ibid.). And non-Western contributions 
to developing the UDHR are notable; for example, 
India’s Hansal Mehta was instrumental in 
changing the original language of article 1 from 
“all men” to “all human beings” to ensure the 
deliberate inclusivity of all people (ibid.). 

Fourth, despite legal precedent, the international 
human rights framework has faced similar 
challenges as other ethics standards in being 
translated from principles to practice. Although 
there are ongoing efforts to conduct human rights 
due diligence (HRDD) on multinational companies 
(Business for Social Responsibility and the Global 
Network Initiative 2022), particularly in tech, 
empirical evidence on the extent of their findings 
and the implementation of recommendations 
across product life cycles remains sparse. In the 
past 10 years, less than 50 percent of human rights 
allegations raised by civil society worldwide 
received any response from technology companies 
(Business & Human Rights Resource Centre 
2024). Public reporting from civil society and 
media sources indicates that companies have 
repeatedly failed at operationalizing a human 
rights framework in their products and business 
activities. A European Commission survey finds 
that although 37 percent of businesses surveyed 
were conducting HRDD, only about half of them 
covered the entire value chain of their business 
(McCorquodale and Nolan 2021). The ability to 
assess the current state of HRDD is heavily reliant 
on public disclosure by private companies, which 
relies on the veracity and comprehensiveness of 
the proffered information. Reliance on voluntary 
reporting of human rights practices in business 
has long been criticized and does not include 
liability or enforcement in cases of failure (ibid.).
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Canada’s Role in 
Establishing a Human 
Rights Framework as a 
Path Forward
Although this policy brief does not contend that 
an international human rights framework is the 
only viable path forward — and identifies several 
limitations of this approach — it does argue that 
this framework can provide a well-established 
starting point for a wide range of actors to build 
consensus around international AI governance 
if implemented effectively. In contrast to ad hoc 
ethics standards created by a siloed group of 
vested parties, the international human rights 
principles have served as a widely recognized 
set of governance norms for more than 70 years 
(Donahoe and MacDuffee Metzger 2019). To 
that effect, Canada has a unique opportunity 
to reaffirm its role and commitment to human 
rights in global AI policy negotiations within 
multilateral and multi-stakeholder processes by:

	→ Promoting human rights as a foundational 
and cross-cutting framework for assessing 
the impact of AI systems and their 
governance: Through mechanisms like the 
Global Digital Compact, Freedom Online 
Coalition and the forthcoming presidency at 
G7, Canada can reaffirm its commitment to 
the International Bill of Human Rights and 
actively promote this document as an integral 
instrument in mitigating AI-enabled risks 
while creating opportunities and advancing 
human dignity. Specifically, Canada can 
reinforce the binding nature of international 
human rights law and advocate for clearly 
articulated consequences for failure to comply 
with this law. It can also offer the example 
of the 2018 Toronto Declaration,3 authored 
by Access Now and Amnesty International, 
that lays out multi-stakeholder and rights-
respecting guidelines for protections against 
discrimination in machine-learning systems. 

	→ Encouraging public participation in 
international AI policy making: Building 

3	 See www.torontodeclaration.org/declaration-text/english/.

on the co-construction process for the 
Montréal Declaration,4 Canada can emphasize 
the importance of public consultation and 
co-designing to establish trust in rights-
respecting AI policies. Against the backdrop 
of growing distrust between governments, 
multilateral institutions and civil society 
globally, Canada can intervene with a 
proven model of building multi-stakeholder 
consensus around shared AI principles. 

	→ Strengthening transnational and translational 
research to map human rights principles to 
ethical considerations in AI systems: Studies 
on approaching AI ethics with an international 
human rights framework are still nascent; 
many scholars argue that AI ethics are too 
vague to be operational, and human rights 
law is insufficient and outdated in addressing 
modern technological challenges. Canada can 
invest in and encourage governments to support 
translational and transnational research to 
establish common vocabularies and bridge 
the gap between technologists, policy makers, 
civil society and international institutions. 

Conclusion
Algorithmic fairness and ethics are critical 
research areas that affect how AI systems 
should be governed; however, they also pose 
risks around value pluralism and adopt vaguely 
worded concepts that promote ethics washing 
and poor implementation. The international 
human rights framework provides an existing 
universal foundation for centring AI systems 
on human conditions — a lens through which 
AI systems can be designed, developed and 
evaluated. Although translating human rights 
principles into practice remains a major area 
needing improvement, the adoption of such a 
framework compels states, private entities and 
non-state stakeholders to shift the discourse 
from machines and developers to communities 
and rights holders. International human rights 
principles carry cross-cultural legitimacy, 
establishing an equal footing in human dignity 

4	 See https://montrealdeclaration-responsibleai.com/about/.
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and agency and placing specific responsibilities 
on different actors across the AI value chain.    
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