
Key Points
 → Militaries increasingly use artificial intelligence 

(AI) technologies for decision support and combat 
operations. AI does not replace humans, but 
personnel interact with AI technologies more 
frequently.

 → Practices of human-machine interaction have 
the potential to profoundly alter the quality of 
human agency, understood as the ability to make 
choices and act, in warfare. Specifically, they 
introduce distributed agency between humans 
and machines.

 → Forms of distributed agency will be shaped 
along a spectrum, preserving more room for 
either human or machine agency. Such practices 
happen in multiple locations and with multiple, 
networked systems. 

 → Accounting for the phenomenon of distributed 
agency requires going beyond perceiving 
challenges of human-machine interaction as 
straightforward problems to solve. Rather, 
distributed agency needs to be recognized 
as raising foundational operational, ethical-
normative and legal challenges. 

Introduction
The proliferation of AI technologies in military 
decision-making processes around targeting seems 
to be increasing. At first, the incorporation of AI in 
the military domain was predominantly examined 
in relation to weapon systems, frequently referred 
to as autonomous weapon systems (AWS) that can 
identify, track and attack targets without further human 
intervention (International Committee of the Red Cross 
[ICRC] 2021). Militaries worldwide already employ 
weapon systems, including some loitering munitions, 
which incorporate AI technologies to facilitate target 
recognition, generally depending on computer vision 
techniques (Boulanin and Verbruggen 2017; Bode and 
Watts 2023). Although usually operated with human 
approval, loitering munitions appear to have the 
potential to dynamically apply force without human 
intervention. Indeed, various reports from Russia’s war 
in Ukraine have indicated that the Ukrainian army uses 
loitering munitions that release force without human 
approval in the terminal stage of operation (Hambling 
2023, 2024). These developments firmly underline long-
standing and growing concerns about the extent to 
which the role that humans play in use-of-force decision 
making when using AI-based systems is diminishing. 

However, weapon systems are just one of numerous 
areas of application where AI is used in the military 
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setting. AI technologies are typically considered 
to improve the effective and rapid analysis of vast 
quantities of data, making them an appealing 
choice for a range of military decision-making 
tasks pertaining to varying levels of risk, such as 
logistics, recruitment, intelligence and targeting 
(Grand-Clément 2023). In the military domain, 
such systems are commonly referred to as AI-
based decision support systems (DSS) that “assist 
decision-makers situated at different levels in 
the chain of command to solve semi-structured 
and unstructured decision tasks” (Susnea 2012, 
132–33; Nadibaidze, Bode and Zhang 2024). 

Militaries are moving toward the incorporation of AI 
technologies for several reasons, including personnel 
issues. Human capabilities alone are frequently not 
considered suited to reviewing the large amounts 
of data required for gaining battlefield awareness. 
Further, many militaries, for example, Japan and 
the United Kingdom, struggle with recruitment and 
retention, and see an increasing reliance on AI as a 
potential way of addressing shortages (Jesse Johnson 
2024). Integrating AI technologies into military 
decision making does not simply replace military 
personnel. Nonetheless, as these technologies gain 
traction, they have the potential to alter the ways in 
which many kinds of military personnel do their jobs 
by incorporating the use of various AI technologies 
for descriptive, predictive and prescriptive purposes 
into their routines. This policy brief offers an initial 
reflection on and assessment of how interacting with 
AI technologies might alter the exercise of human 
agency in the military domain, understood as the 
capacity to decide and act. Instances of human-
machine interaction shape a distributed agency 
between humans and AI. This distributed agency 
cannot be understood by considering humans and 
machines as separate entities in isolation because 
it emerges out of situations of interaction.

The policy brief studies this phenomenon in five 
parts: First, it examines the notions of human control 
and human agency in relation to each other, arguing 
that reflecting on agency instead of control allows 
for a more comprehensive examination of what it 
means to use AI technologies in the military domain. 
Second, it presents a brief empirical overview of 
how militaries speak of human-machine teaming 
and human-system integration. Third, it sketches 
what it means to consider agency as distributed. 
Fourth, it considers the potential operational, 
ethical-normative and legal consequences of 
such a development. Fifth, it suggests practical 
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ways forward for stakeholders involved in the 
debate about AI in the military domain.

A note on terminology: the brief recognizes AI as 
an umbrella term to describe the overall effort “to 
create machines or things that can do more than 
what is programmed into them” (Gebru 2023). The 
chosen phrase “AI technologies” emphasizes the 
intricate, contingent and changeable integration of 
AI into societies and thereby also seeks to create 
distance from problematic hype attached to AI 
(Carmel and Paul 2022). AI technologies rely on 
various techniques such as computer vision, machine 
learning, speech recognition and natural language 
processing. In the military domain, the notion 
of autonomy precedes, but also connects to, AI 
technologies. Autonomy typically refers to functions 
that a system can perform without requiring human 
intervention, such as intelligence analysis, mobility 
or targeting (Boulanin and Verbruggen 2017, 19–35). 
The brief focuses on AI technologies, which can be 
usefully understood on a spectrum of increasing 
technological complexity. Further, human-machine 
interaction in the military space is often thought to 
involve both robotic and software-based systems.

Human Control Versus 
Human Agency
At first, almost without exception, stakeholders in 
the debate about AI in weapon systems and AWS 
used the term human control when discussing 
the parts humans play in use-of-force decision 
making (Ekelhof 2017; Taddeo and Blanchard 
2022; Amoroso and Tamburrini 2020), frequently 
adding the qualifier “meaningful” (Roff and 
Moyes 2016). This concept of human control was, 
initially, chiefly concerned with the last stage of 
the targeting process when kinetic force is used.

The exercise of human control has often been 
described in relation to a decision-making loop, 
differentiating between in-the-loop, on-the-loop 
or out-of-the-loop human involvement in weapon 
systems using AI technologies for targeting 
(Sharkey 2016). In-the-loop human operators have 
to authorize the release of force and manage the 
attack process. Operators either consider specific 
targets before initiating an attack or choose from 
a list of targets. Put simply, humans in the loop 
play a direct and explicit role in decision-making 

processes that use AI algorithms. On the loop 
describes a set-up where systems can automatically 
sense and detect targets and fire on them while 
human operators may only be allocated a time-
restricted veto in the targeting process. In other 
words, human operators only supervise or oversee 
a process of algorithmic decision making. Finally, 
off the loop describes systems where the process of 
identifying, tracking and attacking targets happens 
without human involvement or oversight. These 
would therefore be characterized as AWS. Keeping a 
human in or on the loop has transpired as a common 
regulatory approach to the public policy challenge 
of algorithmic decision making in and beyond the 
military domain (Crootof, Kaminski and Price 2023). 

But merely including a human at the tail end of 
decision-making processes involving AI-based 
systems only renders the nominal appearance of 
meaningful human control. In other words, humans in 
or on the loop do not necessarily ensure appropriate 
or high levels of human engagement and oversight 
because the human in the loop as a regulatory notion 
typically does not “account for the humans’ needs, 
skills, or frailties, or anticipate the ways in which 
working in tandem with a machine will channel 
and influence that human’s behaviour” (ibid., 437; 
see also Tsamados, Floridi and Taddeo 2024). The 
human in the loop therefore runs the risk of being 
ornamental rather than meaningful, only rendering 
the reassuring appearance of human control rather 
than having an actual effect on decision making 
(Brennan-Marquez, Levy and Susser 2019, 754; Bode 
and Watts 2021; Bode 2023). Further, human-in-
the-loop thinking tends to focus on the tail end of 
decision making, which diverts attention from earlier 
stages, such as data preparation and processing.

While in-the-loop thinking remains prominent as 
a regulatory solution, the notion of human control 
has also expanded beyond the narrow confines of 
the final stages of a targeting process. Life-cycle 
models of human control therefore consider multiple 
human actors involved across different stages of a 
system, from research and development to testing, 
use, evaluation after use and reuse/retirement 
(Blanchard, Thomas and Taddeo 2024; Ekelhof and 
Persi Paoli 2020; Institute of Electrical and Electronics 
Engineers Standards Association [IEEE SA] Research 
Group on Issues of AI and Autonomy in Defence 
Systems 2024). A life-cycle approach to human 
control recognizes how the precise shape of AI-based 
systems is influenced by human decisions, choices, 
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inquiries and behaviour, thereby considering them 
to be socio-technical in character (Orlikowski 1992). 

This perspective can also be conveyed by a shift in 
terminology from human control to human agency. 
The concept of human agency encompasses a broader 
and more thorough understanding of what decision 
making and the ability to act entails, rather than solely 
focusing on the degree of — seemingly unilateral — 
control exerted by individual humans. Of course, 
human agency is a multi-faceted, philosophical 
concept that is open to being understood in many, 
diverging ways. For the purpose of this brief, rather 
than delving into a detailed conceptual examination, 
human agency is understood as “the socioculturally 
mediated capacity to act” (Ahearn 2001, 112) and 
as making choices that are oriented around the 
capacity to practise reason (Hildebrandt 2011, 6). 
Examining effects on human agency that may result 
from interacting with AI technologies recognizes 
that incorporating AI technologies into various 
processes of decision making involves more than 
just “delegating” motor capabilities to systems; 
it also involves people and machines, to some 
extent, sharing cognitive functions and abilities 
(Bellanova et al. 2021; Bode and Nadibaidze 2024).

Human-Machine 
Interaction in Military 
Thinking
Emphasizing human-system integration or human-
machine teaming appears to have become a 
common trope in relation to both robotic and AI 
technologies in military decision making. This is 
particularly visible in policies and strategies pursued 
by the United States and the United Kingdom.

The US Army’s Project Convergence, for example, 
focuses on simulating experimentation with human-
robot-AI interaction on the battlefield and, in line with 
US aspirations toward Joint All-Domain Command 
and Control, features exercises across multiple 
domains and with allied forces, including Australia 
and the United Kingdom (Demarest and Judson 
2023). Project Convergence has been characterized 
as “a US Army effort to understand how it can use 
humans and machines together on the battlefield” 
(Judson 2024), not least through military formations 
that feature humans and machines. The United 

Kingdom, meanwhile, has characterized “the effective 
integration of humans, artificial intelligence (AI) 
and robotics into warfighting systems” as “at the 
core of future military advantage” (Development, 
Concepts and Doctrine Centre 2018, 39). 

Taking US and UK references as the basis, it appears to 
be common in Western military thinking to presume 
and represent the relationship between humans and 
machines as being hierarchical in nature. Whether this 
thinking extends to militaries in other geographies is 
unclear. Assuming a hierarchical relationship between 
humans and machines allows humans to benefit in 
a unidirectional manner from the incorporation of 
AI technologies into military decision making. The 
primary objective of human-machine integration, 
for example, as part of joined formations, appears 
to enable militaries to amalgamate the most 
advantageous aspects of both humans and machines, 
considered as distinct entities; as one US Army 
official described it, “Human-machine integration is 
all about bringing the right mix of robotic elements 
to our formations to enable a total formation that is 
more capable than the sum of either the human or 
robotic elements” (Michael Cadieux, quoted in Aliotta 
2023). The UK Ministry of Defence’s joint concept 
note states that “what humans are best and what 
machines are best at” (Development, Concepts and 
Doctrine Centre 2018, 41–42) is the guiding principle 
for designing tasks to be automated, as well as 
those that should be undertaken by humans only.

This reasoning holds that human-system integration 
can address human weaknesses and frailties, 
allowing military decision makers to benefit from 
AI’s promise of rational efficiency (James Johnson 
2024, 17). According to a publication by the US Air 
Force, for example, human-machine teams “provide 
decision-makers with a timely and precise intelligence 
advantage” (Jamieson 2024, 4). Similarly, Project 
Convergence describes human-machine teams as 
allowing soldiers to “offload risk” and providing 
them “with additional information for decision-
making” (quoted in Judson 2024). AI technologies, 
according to this point of view, are essentially 
tools that humans utilize to further their goals. 

These military viewpoints appear to rest on the 
unfortunately named “men are better at–machines 
are better at” (MABA–MABA) lists that have been 
influential in system engineering since at least the 
1970s (Dekker and Woods 2002, 240; Parasuraman, 
Sheridan and Wickens 2000), though the military 
domain is certainly not unique in taking such an 
approach, as multiple practical and regulatory 
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examples demonstrate (Crootof, Kaminski and Price 
2023; Roth 2016; Brennan-Marquez, Levy and Susser 
2019). MABA-MABA lists advocate a manageable 
division of labour alongside system functions that 
“relies on a presumption of fixed human and machine 
strengths and weaknesses” (Dekker and Woods 2002, 
240). Such models have received their fair share 
of disciplinary critique around underappreciating 
the actual qualitative effects of the straightforward 
substitution these advocate: rather than machine 
strengths substituting for human weaknesses in 
a positive-sum way, this approach also creates 
new, often unanticipated weaknesses and failures, 
for example, around long-documented problems 
with human vigilance (Bainbridge 1983; Bradshaw 
et al. 2013). UK military thinking around human-
machine teaming notably reflects explicitly on 
human mental capacity, yet still frames the limits of 
this in interacting with machines in positive-sum, 
complementary terms: “the ability to dynamically 
vary the level of active control that operators exercise 
over systems becomes a fundamental enabler to 
tempo and team effectiveness” (Development, 
Concepts and Doctrine Centre 2018, 45).

What Is Distributed 
Agency?
Understanding human-system integration as 
characterized by a neat, top-down, hierarchical 
separation between humans and AI technologies 
underestimates the significance of such interaction 
patterns. Beyond any conversation about AI, 
technologies have increasingly been associated 
with active, agent-like qualities in socio-technical 
systems by a variety of research programs that span 
disciplines such as science and technology studies. 
The basic idea behind this is well articulated by the 
actor-network theory concept of “actant,” which is 
defined as “whoever or whatever takes part in the 
process” (Asdal and Ween 2014, 6). This definition 
therefore encompasses both human and non-human 
actors as potential actants. It is also important to 
note that this perspective does not consider agency 
to rest in the human or the non-human actors 
themselves, but rather in the relations that exist 
between them, as well as in the practices performed 
(Barad 2003, 818). This way of thinking therefore 
purports conceptualizing agency as being distributed 
and as dynamically evolving out of links between 

the technologies or the technological objects and 
the humans that make up socio-technical systems. 

To start comprehending distributed agency and 
its effects, it remains useful to start from known, 
ideal-typical distinctions that exist between the 
ways in which humans tend to make decisions 
and how AI technologies tend to process outputs, 
as well as the implications that these differences 
have for the potential dynamics of interaction. For 
human agency, this could include the ability to 
exercise common sense, the ability to make context-
dependent judgments, or the tendency to project 
agency into and anthropomorphize non-human 
actants (see, for example, James Johnson 2024, 9–16). 
Machine agency can, by contrast, be associated with 
a focus on performance rather than competence, the 
inability to say “I don’t know,” the tendency to look 
at details rather than the big picture, and the lack 
of understanding of “the world” and therefore also 
of the ability to distinguish between fact and fiction 
(Bunz 2012; Bender et al. 2021; see also Logan 2024). 

Yet, as a result of the fact that humans and AI 
technologies are components of a relational, 
complex, socio-technical system, distributed 
agency needs to be understood beyond these 
distinctions. The notion of a machine agency that 
is somehow separate from human processes builds 
on assumptions that are problematic in the first 
place. AI technologies have, after all, been designed 
by various humans, and their design features 
represent particular, often normative and value-
laden choices taken by those who programmed 
them. Even in the instance of machine learning, 
any capacities prior to use result from multiple 
interactions with humans and the subsequent 
refinement of AI technologies, often subsumed as 
iterative labelling of data (Jaton 2020; Crawford 2021; 
Penn 2021). A distributed model of agency should 
therefore also influence our thinking about what 
AI technologies are in the first place and the kind 
of data processing and preparation these involve. 

While interacting with AI technologies, human 
groups that are part of such socio-technical systems 
are subject to affordances (also known as action 
potentials), but they are also subject to limitations. 
AI DSS, for example, afford humans the otherwise 
inaccessible ability to parse enormous amounts of 
data in the search for patterns. But, simultaneously, 
the data analyzed and the outputs presented by such 
systems are devoid of contextual information that is 
typically crucial for understanding dynamic patterns 
of human behaviour (Klonowska 2022, 137–38). The 
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case of AI technologies and how these are integrated 
into military decision making also represents 
particular, and varied, action potentials. The different 
tasks that AI DSS can be used to fulfil in military 
decision making underline this (ICRC and Geneva 
Academy 2024, 9; Klonowska 2022, 135). DSS may 
be used descriptively, that is collecting, organizing 
and presenting data pulled from multiple silos 
and sensors. However, DSS could also be used for 
predictive tasks that involve the identification of novel 
patterns and trends in historical data, in conjunction 
with the capability to generate probabilistic 
predictions about the future. Additionally, DSS 
could be used for prescriptive purposes, such as 
providing advice on preferred courses of action.

Distributed agency will be constituted by and in 
particular situations of human-machine interaction. 
Such practices of human-machine interaction 
may therefore shape different forms of distributed 
agency along a spectrum (see Figure 1). Some 
practices of human-machine interaction, visualized 
illustratively as P1–P5 in Figure 1, may therefore 
retain more scope for human agency while others 
may privilege the exercise of forms of machine 
agency. Tracking the performance of such practices 
over time can conceptualize how human agency 
changes through interacting with AI technologies 
and the practices constituting such changes.

Operational and 
Normative Consequences 
and Challenges of 
Distributed Agency 
The reality of distributed agency that arises out of 
increased human-system integration in military 
decision making will have profound impacts on 
operational, ethical-normative and legal aspects. 
The extent of the possible impacts depends on 
where the balance of distributed agency will lie, 
that is, whether it will tilt toward forms of human, 
or toward forms of machine, decision making. 

Operationally, there is, for example, evidence of how 
humans are psychologically predisposed toward a 
number of cognitive biases that may, in practice, 
lead to more leeway for machine forms of agency 
(Bo and Dorsey 2024; James Johnson 2024, 35–43). 
One of the best-documented is automation bias, 
where humans place more confidence and trust in 
the outputs produced by AI technologies or other 
forms of automated systems than in their own 
critical deliberative skills. As a result, humans often 
defer, more or less uncritically, to system outputs. 
This tendency increases in the kind of high-pressure 
and high-stress situations that are representative 
of warfare (Parasuraman and Manzey 2010, 397). 
There are also other, often mundane, reasons for 
why a situation of distributed agency may privilege 
machine-produced outputs over human exercises of 
judgment, such as data overload and time constraints. 
The increasing amount of data that is available to 
monitor battlefield conditions, coming from, for 
example, satellites, various sensors and geolocation 
points, creates an operational push toward 

Figure 1: Spectrum of Distributed Agency
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Source: Author.
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integrating more AI processing functionalities — 
and “a widening gap between human and machine 
analytical capabilities” (Klonowska 2022, 142). Further, 
the oft-cited military aspiration to fight at machine 
speed can further tilt the balance of distributed 
agency toward machine components, because, in 
such thinking, the communication links and the 
delay that humans bring to military decision-making 
processes only serve to slow down the decision-
making loop. This tendency is visible in existing 
human-in-the-loop or on-the-loop systems, such as 
various types of air defence systems, where human 
operators may only have seconds to make a decision 
about authorizing the release of force (Peterson 2020; 
Leung 2004; Rogoway 2018). Such a reduced time 
span makes any critical deliberation or assessment 
of targets impossible (Bo and Dorsey 2024).

Ethically-normatively, the stakes of distributed agency 
are high because of how this phenomenon affects 
the exercise of moral agency in warfare. Moral agency 
refers to the capacity to make ethical judgments 
about right and wrong while retaining responsibility 
for the actions and choices pursued. If the balance 
in distributed agency in practical terms tilts toward 
more machine agency, the moral agency both of those 
affected by the use of force and of those using force 
in warfare will be reduced or perhaps even lost (Renic 
and Schwarz 2023a). This effect on moral agency 
results from the systematicity, routinization and 
technical dehumanization that interacting with AI 
technologies in warfare produces (Renic and Schwarz 
2023b). In other words, something more fundamental 
changes when humans interact with AI technologies 
in military decision making. Such perturbations to 
the exercise of moral agency also shed further light 
on the human in the loop as a problematic regulatory 
option. While humans in the loop may only appear to 
be in control, they are still likely to remain identified 
as the key moral decision maker for decision-making 
processes that they actually have limited agency in — 
a “moral crumple zone” (Elish 2019). Further, such 
unregulated practices of human-machine interaction 
as sources of distributed agency also shape — 
potentially undesirable — social norms, that is, 
understandings of appropriateness, from the bottom 
up. In the absence of top-down forms of regulation, 
such social norms may therefore lead to practically 
accepting forms of distributed agency with all of its 
challenges as “appropriate” and “normal” (Bode 2023).

Legally, distributed agency also poses significant 
challenges, as the system of international law is 
structured firmly around human accountability and 

responsibility. Concepts and institutions of justice 
are human-centric and require human addressees 
(Bryson, Diamantis and Grant 2017; Bryson and 
Theodorou 2019). Legal scholarship has long grappled 
with the “responsibility gaps” that arise out of 
integrating autonomous and AI technologies into 
military decision making, sometimes addressed in 
acknowledging a shared responsibility attributed 
to different human actors across the design and use 
processes (Matthias 2004; Crootof 2016; Strasser 2022). 
The reality of distributed agency reinforces these 
concerns through acknowledging the substantive 
agency of AI technologies and their impact on 
the rationales and outcomes of military decision 
making (Sienknecht 2024, 194). Assuming distributed 
agency clearly goes beyond AI technologies merely 
performing assistance functions to the interaction 
with AI technologies actually changing both the 
character of military decision making and its 
outcomes. At present, there are risks of tilting 
in the direction of machine agency: “the role of 
algorithms in the underlying calculations could lead 
states to unwittingly make war-related decisions 
almost entirely based on machine calculations and 
recommendations” (Deeks, Lubell, and Murray 
2019, 17). Fundamentally, then, distributed agency 
raises questions about legal compliance for use, 
inter alia, in relation to fundamental principles of 
international humanitarian law such as precaution, 
distinction and proportionality, as well as post-use, 
namely in terms of prosecution (Bo and Dorsey 2024). 

Further, accounting for the challenges of distributed 
agency also means acknowledging that interaction 
patterns between humans and machines will not 
happen in the singular but rather in the plural. Multi-
layered military decision making involves various 
humans, systems and AI technologies interacting with 
each other simultaneously and for different purposes. 
US military projects such as Project Convergence 
illustrate this networked model of warfare across 
various domains and how it brings together multiple 
human-machine integration situations and practices 
(Center for Strategic and International Studies 2022). 
Here, not only may military personnel be required “to 
control multiple platforms simultaneously” (Cadieux, 
quoted in Aliotta 2023), but also these platforms may 
be networked with each other, as well as potentially 
using data outputs produced by, once again, 
networked AI DSS. Thinking about distributed agency 
in this context — and with the backdrop of how even 
specific, one-to-one human-machine interaction 
situations may already tilt the overall balance in 
favour of machine agency — illuminates how the 
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ever-greater reliance on AI technologies in military 
decision making risks diluting and diminishing spaces 
for exercising human agency (Arvidsson 2018, 22–25).

Ways Forward
Distributed agency must be recognized as the 
consequential result of embedding AI technologies 
into (military) decision making. This brief offers four 
preliminary ways forward for stakeholders involved 
in the debate about AI in the military domain:

 → Raise awareness: Situations of human-machine 
interaction resulting from integrating AI in the 
military domain do not easily remain under 
human direction and do not necessarily benefit 
militaries in positive zero-sum form. Considering 
how distributed agency results from these 
interactions recognizes this. Thinking on the 
basis of distributed agency should become part 
of any governance conversation and initiatives 
around AI technologies in the military domain. 
When using terms such as human-system 
integration and human-machine teaming in their 
planning documents, militaries should explicitly 
acknowledge that these concepts constitute 
independent systems and therefore new 
entities (Tsamados, Floridi and Taddeo 2024). 

 → Map distributed agency: This brief offered 
thinking about distributed agency as a spectrum. 
Practices of human-machine interaction 
shape different forms of distributed agency 
that may privilege spaces for human or 
machine agency. To understand the evolving 
trajectory of distributed agency and to 
manage its consequences, militaries could 
use this spectrum to plan and map their 
practices of human-machine interaction across 
functions and domains. This would allow 
them to better understand where the balance 
between spaces for human and machine 
agency is moving and, on that basis, help 
assess whether that direction is desirable.

 → Analyze critically: Forms of distributed agency 
that privilege machine over human decision-
making spaces can result from all practices 
of human-machine interaction. To address 
the challenges arising from this development, 
political decision makers and militaries will 
therefore need to follow the mapping, fact-
finding exercise outlined in the preceding 
step with critically analyzing where they 
consider such forms of distributed agency 

more or less problematic. This will likely 
be contingent and context dependent. For 
example, when militaries consider using AI 
DSS, forms of distributed agency that privilege 
machine agency may be less problematic 
for tasks relating to data processing but 
more problematic for tasks relating to target 
nomination. As part of the critical analysis, 
differentiating between thresholds of risk could 
be a useful measure for militaries to address 
the adverse consequences of distributed 
agency. This stage will require making explicit, 
ultimately ethical-normative, choices.

 → Develop principles and practical guidelines: 
The critical analysis should serve as the basis for 
formulating principles and associated practical 
guidelines to address distributed agency. 
This ensures that the results of the critical 
deliberation conducted by political decision 
makers and militaries actually serve to guide 
practices. Distributed agency implies radically 
rethinking what it means to be a human decision 
maker in warfare and how that decision-making 
space is mediated by practices of interacting 
with machines. This will require renewed 
efforts in the direction of awareness-raising and 
training for all military personnel encountering 
situations of human-machine interaction.

Conclusion
Accepting human-machine teaming or human-
machine interaction as common occurrences in 
military decision making also means accepting 
modifications to the exercise of human agency. 
These modifications will not be limited to intentional 
effects. Likewise, even if considered in terms of 
offering strategic offices, these modifications 
will amount to more than strategic benefits for  
human decision makers in the military domain. 
Interacting with AI technologies in the military 
domain also looks likely to change, delimit or 
diminish human agency. It is high time that the 
international debate about AI in the military 
context addresses more fundamental problems if 
we are to fully comprehend how significant the 
integration of AI technologies is — as well as how 
to address the operational, ethical-normative and 
legal ramifications that this decision will have.
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Recognizing distributed agency resulting from human-
machine interaction does not imply abandoning 
the requisite need for a high-quality exercise of 
human agency over decision making in the military 
domain. Maintaining a human-centric approach to 
the design and use of AI technologies is critical for 
meeting that demand. However, such an approach 
must make sure that humans are and remain capable 
of exercising their agency. In developing governance 
rules, it is therefore necessary to think about and find 
a realistic balance between what military personnel 
may gain by working with AI-based systems and 
what they may find adversely affected or lost.
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