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Executive Summary
By matching and surpassing human cognitive 
abilities, highly capable artificial intelligence  
(AI) — advanced AI systems of the foreseeable 
future, which leading AI companies are working 
toward as part of their broader goal to create 
artificial general intelligence (AGI) — could be 
one of the most transformative technologies 
the world has ever seen. While this radical 
technology is being built primarily in Global 
North countries, its impacts are likely to be felt 
worldwide, and disproportionately so in those 
Global South countries with long-standing 
vulnerabilities — weak state institutions; 
dependence on labour-intensive, manufacturing-
based and export-led economic models; regularly 
recurring armed conflict; high trust in technology; 
and more globally subordinated cultures. 

The authors of this paper consider six ways in 
which highly capable AI could interact with these 
vulnerabilities. First, highly capable AI could 
leave Global South peoples facing a much harsher 
economic reality. Second, highly capable AI could 
lead to far more damaging armed conflict in Global 
South countries. Next, highly capable AI could 
enable repressive and enduring authoritarianism 
in Global South countries and could expose Global 
South peoples to unparalleled manipulation. In 
addition to that, highly capable AI could also 
deepen the cultural subordination of Global South 
peoples. Finally, AI developers and researchers 
have yet to devise a foolproof way of ensuring that 
the most advanced models always take actions 
in line with positive human values. Unless this 
problem is remedied before the emergence of 
highly capable AI, there is a chance such AI could 
lead to catastrophic outcomes including significant 
loss of life, possibly up to human extinction.

Because of the significant societal impacts that 
highly capable AI could have, being concerned about 
AI in a general way will not suffice. The authors 
argue that all stakeholders who care about those 
who live in Global South countries must pull on the 
levers available to them with the goal of influencing 
the ongoing development of highly capable AI. 

Introduction
We live in an era of rapid technological innovation 
and reach in which the tools and software being 
built can have a worldwide impact. Historically, 
milestones such as the telegraph (1837), the 
telephone (1876) and radio (late 1890s) emerged 
at intervals of several decades. However, the pace 
of technological advancement has accelerated 
significantly. The past 25 years have witnessed a 
succession of technological leaps (Roser 2023), 
including fourth- and fifth-generation (4G and 
5G) mobile networks, increasingly powerful 
smartphones and the Internet of Things. With 
few exceptions, the software and devices built as 
a result of such breakthroughs have found their 
way to people in every corner of the world. As 
an example, when Myanmar re-entered global 
life in 2011 following decades of isolation under 
military rule, less than one percent of its population 
had access to the internet. By 2020, this statistic 
had surged to roughly 44 percent.1 Myanmar 
essentially experienced a “leapfrog effect,” moving 
from minimal internet access to widespread 
smartphone and social media use within a decade. 

These fast-breaking and far-reaching developments 
in technology have the capacity to transform 
societies in unexpected ways, particularly 
when deployed in diverse cultural contexts. 
In Myanmar, the rapid spread of the internet 
had a range of complex consequences, both 
beneficial and detrimental. On the upside, it 
provided access to information (Phyo 2023) and 
new economic opportunities (Jørgensen 2019, 
48–50). On the downside, it led to the expansion 
of platforms that were then used to spread hate 
speech and disinformation, exacerbating ethnic 
tensions and violence (Klark and Sagun 2023). 

AI systems are expected to have an even more 
profound global impact. Experts anticipate that 
AI will cause dramatic changes across almost 
every domain of life, including human rights, 
knowledge, well-being and governance (Anderson 
and Rainie 2023). As with previous technological 
advancements, AI is bound to affect the Global 
South significantly, especially because the most 
capable AI systems are being developed in Western 
countries, where governance frameworks are 

1 See Jørgensen (2019) and https://data.worldbank.org/indicator/IT.NET.
USER.ZS?locations=MM.

https://data.worldbank.org/indicator/IT.NET.USER.ZS?locations=MM
https://data.worldbank.org/indicator/IT.NET.USER.ZS?locations=MM
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shaped and designed with Western contexts 
and realities in mind (Ayana et al. 2024, 3).

There are more than 130 countries in the region 
known as the “Global South,” each with a diverse 
society. However, Global South countries2 also 
share some unique realities, vulnerabilities and 
challenges. Most of them are faced with similar 
economic realities, such as severely limited access 
to capital and investment, high levels of poverty 
and substantial income inequality (Ayub 2013). 
Additionally, they share socio-political challenges, 
including recurring violent conflict (Palik, Obermeier 
and Rustad 2022), weak state institutions (Choi 2023, 
5–7) and lower levels of educated populations.3 Due 
to the complexity of these issues and the enormous 
demands of potential solutions, Global South 
countries have grappled with these problems for 
decades, and it is reasonable to assume will do so for 
decades to come. These challenges consume much 
of the focus and resources of Global South countries, 
making it difficult for them to address potential 
risks posed by emerging technologies such as AI.

Nonetheless, in this paper, the authors argue 
that Global South countries must give serious 
attention to the development of highly capable AI, 
given the significant context-specific risks it will 
pose in their societies. This argument is founded 
on expert predictions regarding the powerful 
capabilities of highly capable AI systems, and the 
authors’ analysis of how highly capable AI systems 
are likely to engage with the ongoing realities 
and specific vulnerabilities of these countries.

In the section following this introduction, “highly 
capable AI” is defined by canvassing technical 
predictions about the capabilities that the most 
powerful AI systems will have in the foreseeable 
future. The third section then outlines the impacts 
such AI systems could have in Global South 
countries. In particular, the paper argues that 
the development and use of highly capable AI 
could mean that Global South peoples will face 
a much harsher economic reality; experience 
extremely damaging armed conflict; experience 
repressive and enduring authoritarianism; live 
through unparalleled manipulation; and find 
themselves living in a world where their cultures 

2 Throughout this paper, the term “Global South countries” will not refer to 
China, Hong Kong, Macau and Singapore.

3 See Ritchie et al. (2023) and www.worldeconomics.com/Indicator‑Data/
ESG/Social/Mean‑Years‑of‑Schooling/.

are very deeply subordinated. The fourth and final 
section of this paper contains a short discussion 
on the way forward and forms the conclusion.

There is a fair chance that current advanced AI 
systems could, realistically, give rise to some 
variation of the risks discussed in this paper. 
However, this study will show that these risks 
will be greater and far more concerning with 
future highly capable AI systems. The authors 
hope that the research presented here will prompt 
all stakeholders concerned about Global South 
peoples to clarify and sharpen their positions 
on the development of highly capable AI. 

The Contours of Highly 
Capable AI
In this paper, “highly capable AI” refers to AI 
systems that demonstrate cognitive capabilities, 
enabling them to perform economically valuable 
tasks at or above the level of human beings. 
Leading AI companies such as Google DeepMind, 
Meta and OpenAI are working toward building 
these advanced AI systems as part of their 
broader goal to create AGI.4 To achieve this goal, 
they are investing heavily in acquiring data sets, 
computer chips and data centres (Murgia 2023; 
Bengio et al. 2024, 843; Gardizy and Efrati 2024). 

Current advanced AI systems already exhibit 
impressive capabilities, including what appears 
to be common-sense reasoning, cause and effect 
reasoning, step-by-step reasoning and in-context 
learning (Privitera et al. 2024, 21). They have also 
demonstrated improved performance on tasks 
such as image generation and recognition, video 
generation, and language-based tasks such as 
text generation, and in fields such as coding, 
mathematics and biology (Ngo 2023; Bubeck et al. 
2023, chapter 2). These impressive capabilities are 
generally attributed to deep learning (Karnofsky 
2016; Piper 2020; Ngo, Chan and Mindermann 
2024, 1), and the scaling of model sizes, data sets 
and computation power (or, compute) used in 
training (Kaplan et al. 2020, 3; Harris, Harris and 

4 See Murgia (2023); Heath (2024); Patel (2023); https://openai.com/
charter.

http://www.worldeconomics.com/Indicator-Data/ESG/Social/Mean-Years-of-Schooling/
http://www.worldeconomics.com/Indicator-Data/ESG/Social/Mean-Years-of-Schooling/
https://openai.com/charter
https://openai.com/charter
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Beall 2023, 8–10). Research shows that neural 
networks trained on large data sets and compute 
not only achieve better performance at the tasks 
they are trained to undertake, but also become 
more generalizable, robust and capable (Harris, 
Harris and Beall 2023, 10; Branwen 2022). 

Given the rapid progress currently observed when 
scaling occurs, a growing number of experts 
and researchers believe that further scaling of AI 
inputs will lead to the development of even more 
advanced AI systems (Department for Science, 
Innovation & Technology 2023, 10–15; Harris, 
Harris and Beall 2023, 10–11). In fact, many leading 
AI companies are building their future models 
based on this hypothesis (Privitera et al. 2024, 11; 
Bengio et al. 2024, 843). Experts anticipate that 
with continued scaling, the leading AI models 
that we are likely to see in five to 10 years — 
herein referred to as “highly capable AI” — will 
outperform humans in a variety of economically 
useful tasks (Harris, Harris and Beall 2023, 5; 
Whittlestone and Clarke 2024, 52–53), ranging from 
scientific research to engineering (Dafoe 2018, 18). 

This level of performance is possible through 
the development of capabilities such as general 
problem solving (Sotala and Yampolskiy 2015, 1), 
continual learning, context-specific decision 
making, flexible memory, reading comprehension, 
analogical reasoning (Cremer and Whittlestone 
2021, 107) and critical reasoning (Gillani 2023). 
Unlike other general-purpose technologies such 
as electricity, highly capable AI will likely also 
be able to autonomously perform new tasks by 
generalizing from previous experience (Ngo 2020, 3).

Furthermore, highly capable AI is expected to be 
highly autonomous. Unlike previous transformative 
technologies, or “narrow AI” or “weak AI” (which 
can perform a single function under various 
constraints and limitations), highly capable AI is 
expected to be able to take up long-term goals and 
execute them with little to no human intervention. 
This suggests that such AI is likely to be capable 
of agentic planning, meaning that it can consider 
various courses of action, including long-term 
strategies (Chan et al. 2023, 4; Carlsmith 2024, 8), and 
select what it deems to be the most effective plan 
based on predicted outcomes. It is also expected 
that highly capable AI will be adaptable enough 
to adjust its course of action if circumstances 
change (Ngo 2020, 10–12; Kenton et al. 2022, 1). 

In fact, current AI agents already show some 
of this autonomy (Shavit et al. 2023; Ayres and 
Balkin 2024, 1). When provided with goals, they 
can independently devise plans and pursue them 
to a limited extent. Moreover, AI agents have 
demonstrated the ability to interact with the 
physical world through other software tools. For 
example, one AI agent, given the goal of ordering a 
pizza, successfully utilized a text-to-voice converter 
to place an order at a local pizzeria (Zittrain 2024).

With the capabilities and autonomy discussed, 
highly capable AI could have a transformative 
impact comparable to earlier general-purpose 
technologies such as the steam engine, combustion 
engine and electricity (Tech Wire Asia 2018; Willing 
2023). Consequently, highly capable AI is likely to 
be an inescapable technology embraced by most 
private and state actors worldwide in their pursuit 
of greater efficiency, accuracy and productivity.

Why Global South 
Countries Should Care 
About Highly Capable AI 
Highly Capable AI Could Create 
a Much Harsher Economic 
Reality for Global South People
The development and widespread use of AI is 
anticipated to have a significant economic impact. 
Several studies suggest that it will exacerbate 
global imbalance in economic power (Privitera 
et al. 2024, 56, 57; Korinek and Stiglitz 2021, 2) 
by widening the existing economic gap within 
and between different nations (Georgieva 2024). 
Specifically, the disparity between nations will 
leave developed countries richer and developing 
countries comparatively poorer (Cummings et al. 
2018, 39), and this could occur in various ways.

To begin with, research suggests that the use of 
AI is likely to erode the comparative advantage of 
Global South countries, leading to the deterioration 
of their terms of trade (Korinek and Stiglitz 2021, 2). 
Historically, Global South countries have built 
their economic advantage on low-cost labour and 
abundant natural resources (ibid., 3), relying on 
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a traditional development model that is labour-
intensive, manufacturing-based and export-led 
(ibid., 23). However, AI seems to be on the verge of 
facilitating the automation of labour, which could 
decrease demand for the relatively cheaper labour 
that Global South countries offer. Initially, AI seems 
likely to augment or replace the skilled labour force 
that mainly undertakes cognitive tasks (Cazzaniga 
et al. 2024, 3–4, 6). One prime category of workers at 
high risk of being replaced is those who do online 
work such as information technology services 
and telemarketing, and much of this kind of work 
has been offshored to Global South countries (The 
Economist 2023; Mandavia 2024; Putzier 2023). As AI 
continues to be used in such sectors, Global North 
companies that have been offshoring that kind of 
work to Global South countries might opt to reshore 
and automate it (Korinek and Stiglitz 2021, 9–10, 
18–24; Cummings et al. 2018, 38; Mandavia 2024).

Some leading economists also argue that the 
increasingly promising integration of advanced AI 
into robots (Criddle, Murgia and Hammond 2024) 
is also likely to result in the displacement of low-
skill manual labour (Korinek and Juelfs 2022, 7–8). 
This development could, in turn, lead to further 
reshoring of opportunities and deindustrialization 
of Global South countries (Bell and Korinek 2023, 
157). If this occurs, Global South countries are 
likely to lose their comparative advantage and 
face a deterioration in export income (Korinek 
and Stiglitz 2021, 10). Although Global North 
countries could also experience such impacts, 
Global South countries are in a riskier situation 
because labour has long been their comparative 
advantage in the global economy (ibid., 18).

Furthermore, the development of advanced AI 
models is primarily confined to Global North 
countries and China, making it likely that these 
countries will reap most of the benefits (Privitera 
et al. 2024, 57–58; Korinek and Stiglitz 2021, 
14–15). Due to the existing AI divide and certain 
favourable conditions within their jurisdictions, 
developed countries are better positioned to 
capture the benefits of AI. Additionally, AI is 
bound to improve productivity gains (Szczepański 
2019), and Global North countries are better 
equipped to leverage these improvements due to 
their superior infrastructure and skilled talent.

Highly capable AI could exacerbate this gap even 
further and lead to extreme global inequality in 
the long term (Dafoe 2018, 10). Because it will 

be capable of performing all the cognitive tasks 
that a human can, highly capable AI is likely to 
increase productivity gains to an unprecedented 
scale (Bell and Korinek 2023, 156). However, due 
to the AI divide, which is expected to grow at the 
same pace as capabilities (Privitera et al. 2024, 
57), these gains are likely to be captured by Global 
North countries. Consequently, the economic gap 
could widen further (Bell and Korinek 2023, 157). 

Global South countries should be concerned about 
this risk because an expanding economic gap 
could leave them with radically non-competitive 
economies. Many of these countries already 
struggle with weak economies when compared 
to the high-income countries of the Global North 
(Todaro and Smith 2020, 35). Falling predominantly 
in the categories of low-income, lower-middle-
income and upper-middle-income countries, they 
have lower purchasing power parity than their 
Global North counterparts (ibid., 37–38, 43–44). 
As a consequence of their weak economies, these 
countries are burdened by high levels of poverty 
(Omeje 2018, 1; Todaro and Smith 2020, 57) and a 
lagging progress in nutrition, health and education 
(Todaro and Smith 2020, 55–57). By making Global 
South countries less economically competitive, 
the development and the use of highly capable AI 
have the potential to intensify such challenges.

Finally, with limited bargaining power, Global 
South countries have become economically, 
environmentally and politically reliant on 
developed nations (ibid., 65; Armstrong 1981, 
401–2; Onyekwena and Ekeruche 2019). A further 
decline in their economic capacity would 
exacerbate these dependencies, stifling not only 
their economic development but also critical 
aspects of development across multiple sectors.

Highly Capable AI Could 
Enable Far More Damaging 
Armed Conflict 
For many years, armed conflict has been a major 
challenge in many Global South countries, playing 
out in the form of state-actor and non-state-actor 
conflicts (Caparini and Davis 2022). Over the past 
40 years, Africa, Asia and the Middle East have 
consistently recorded the highest number of state-
actor conflicts, with Africa peaking at around 31 
such conflicts in 2020 alone (Rustad 2024, 14–15). 
These regions have also borne witness to endless 
non-state-actor conflicts in decades past. For 
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example, there were more than 50 non-state-actor 
conflicts in Africa in 2017 alone (ibid., 17, 19). In 
general, countries in Africa, Asia and the Middle East 
have consistently experienced the highest numbers 
of incidents (World Economic Forum 2024, 25).

Highly capable AI poses a significant risk of 
exacerbating these conflicts by amplifying their 
scale, frequency and severity. Experts have already 
examined how AI could be integrated into armed 
conflict, noting its potential to enhance it via:

 → weapons systems, making them more 
autonomous and superior (Hendrycks, Mazeika 
and Woodside 2023, 13; Maas, Lucero-Matteucci 
and Cooke 2023, 247);

 → military hardware, such as robotic systems for 
surveillance, flight and navigation, enabling the 
deployment of unmanned aircrafts, vehicles and 
sea vessels;

 → cyber and information warfare, transforming 
cyber offence and defence in terms of 
capabilities and autonomy; and 

 → military decision making, including target 
selection, timing and attack strategies, as well as 
the analysis of large volumes of data for effective 
planning and logistics (International Committee 
of the Red Cross [ICRC] 2019, 2–5). 

In fact, military AI has already influenced 
armed conflict in several of these ways. Lethal 
autonomous weapons systems (LAWS) have 
already been deployed by various militaries 
worldwide (Maas, Lucero-Matteucci and Cooke 
2023, 247). For instance, reports indicate that the 
Israel Defense Forces (IDF) has been using an AI 
targeting platform known as “the Gospel,” which 
aids them in identifying and attacking targets 
(Feldstein 2024). Reports also indicate that drone 
swarms were used by the IDF in Gaza in 2021, and 
that UAVs (unmanned aerial vehicles) were used 
by Russia in its 2022 invasion of Ukraine (Maas, 
Lucero-Matteucci and Cooke 2023, 247). Notably, 
both state and non-state actors are increasingly 
adopting AI in armed conflict, a trend that is likely 
to persist (ICRC 2019, 2; Brundage et al. 2018, 38).

The integration of AI in armed conflict has 
sparked myriad concerns, one of the most 
significant being the increased probability of war. 
The use of autonomous weapons, for example, 
eliminates some of the traditional barriers to 
war: it substantially reduces the human cost of 

war, which includes soldier lives, and, in turn, 
lessens the political repercussions of war, such 
as negative public opinion and the potential 
for military leaders to be held accountable 
(Hendrycks, Mazeika and Woodside 2023, 14–16). 

What is more, AI has the potential to escalate the 
impact of armed conflict, primarily by increasing 
the number of actors involved. The widespread 
availability of AI systems and AI-enabled 
weapons makes it easier for more actors to 
engage in attacks (Brundage et al. 2018, 18). This 
diffusion, coupled with the fact that AI lowers 
the barrier of entry by providing low-skill actors 
with high-skill capabilities such as autonomous 
aiming, means that a greater number of people 
are able to carry out attacks (ibid., 27). 

AI can also escalate this impact by increasing 
the rate, scale and severity of physical attacks. 
This escalation is driven by several factors. First, 
the increased autonomy of weapon systems and 
military hardware, such as drones, can enable large-
scale attacks by small groups or even individuals 
(ibid., 27–28, 40). Second, autonomous weapons 
and robots can operate for longer durations and 
overcome human limitations such as exposure to 
toxic substances, smoke and challenging terrain, 
among others (ibid., 40). Third, by increasing 
psychological distance between actors and 
their targets, as well as by offering anonymity, 
AI might encourage more frequent attacks, as 
it will be difficult to trace these actions back 
to perpetrators (ibid., 19). Lastly, if automated 
decision-making systems make errors, they could 
cause a series of quick automated attacks and 
counterattacks that could cause significant harm 
to civilians, further amplifying the destructive 
consequences of armed conflict (Hendrycks, 
Mazeika and Woodside 2023, 15; ICRC 2019, 5). 

As with its application to physical attacks, AI 
may increase the success rate, scale, speed and 
ease of cyberattacks through the automation 
of vulnerability discovery and operation of 
many systems in parallel (Hendrycks, Mazeika 
and Woodside 2023, 14; Brundage et al. 2018, 
33–34; Privitera et al. 2024, 44). These attacks 
can then be used to target and destroy critical 
infrastructure, making the effects of conflict 
extremely severe (Hendrycks, Mazeika and 
Woodside 2023, 14). Moreover, the ability of AI 
to make cyberattacks stealthier and harder to 
attribute to actors could lead to a rise in attacks, 



6 CIGI Papers No. 311 — December 2024 • Cecil Abungu, Marie Victoire Iradukunda, Duncan Cass‑Beggs, Aquila Hassan and Raqda Sayidali

including against innocent third parties (ibid.; 
Maas, Lucero-Matteucci and Cooke 2023, 264). 

The development and the use of highly capable 
AI are likely to lead to a massive escalation of 
these risks. The role of AI in armed conflict is 
likely to evolve significantly, with AI-enabled 
weapons and hardware achieving greater 
capabilities and autonomy. There are likely to 
be novel and vastly superior technologies, such 
as fully autonomous weapons, including drone 
swarms (Verbruggen 2021), and autonomous 
vehicles, such as submarines, resulting in 
more severe consequences within shorter time 
frames (Feldstein 2024; Hendrycks, Mazeika 
and Woodside 2023, 13). For instance, fully 
autonomous drones could be deployed in larger 
numbers simultaneously (Feldstein 2024), 
magnifying their impact within a shorter period. 

Highly capable AI might also introduce entirely 
new threats. For instance, it could facilitate the 
development of novel bioweapons (Hendrycks, 
Mazeika and Woodside 2023, 6, 7) by leveraging its 
training in biological research, such as pathogen 
studies, and expertise in bioengineering or 
biotechnology (ibid., 7; Egan and Rosenbach 
2023). In future, such AI may provide individuals 
who otherwise lack the necessary knowledge 
or expertise with step-by-step directions on 
designing, constructing and testing bioweapons 
with custom features that enhance their deadliness, 
transmissibility and resistance to treatment 
(Hendrycks, Mazeika and Woodside 2023, 7; 
O’Brien and Nelson 2020, 222, 223). Both state 
and non-state actors could seek to create and use 
these bioweapons in armed conflict (Roffey 2004, 
557), potentially leading to severe consequences, 
including numerous fatalities (Juling 2023, 127–28).

The impact of highly capable AI on armed conflict 
will be particularly pronounced in Global South 
countries, which have a history of alarming levels of 
armed conflict. There is little doubt that AI-enabled 
capabilities and the associated military “advantages” 
are likely to be very appealing to both state and 
non-state actors in the Global South, as evident from 
ongoing high-level discussions on the use of AI by 
the militaries of some of these countries.5 Indeed, 
AI-enabled technologies are already being adopted 
in warfare by both state and non-state actors 
across these regions. For example, some African 

5 See https://mod.go.ke/news/responsible‑ai‑in‑the‑military‑domain/.

countries have started incorporating AI in drones 
and surveillance technologies to combat extremist 
groups and insurgencies (Allen and Okpali 2022). 

Some have argued that state and non-state actors 
in Global South countries will have limited access 
to highly capable AI weapon systems due to the 
lack of the requisite knowledge and computing 
resources (Maas, Lucero-Matteucci and Cooke 
2023, 245). However, there are alternative avenues 
through which these actors in Global South 
countries could still obtain such technologies. One 
approach could involve acquiring these AI systems 
from other countries or developers. Foreign powers 
frequently intervene in conflicts where they have 
strategic interests, often by supplying weapons 
and military hardware to various factions. For 
example, Iran, Russia and the United Arab Emirates 
have been accused of supplying drones and 
weapons to the warring factions in Sudan (Taleb 
2024; Campbell-James 2024). Similarly, countries 
such as Rwanda and China have reportedly been 
involved in the Democratic Republic of Congo’s 
internal conflict, with Rwanda supplying troops 
to the M23 rebels, and China supplying weapons 
and drones to the Congolese government (Human 
Rights Watch 2023; Center for Preventive Action 
2024). In the future, states with access to highly 
capable AI weapon systems could follow this 
pattern and supply them to groups involved 
in armed conflict in Global South countries. 

As well, actors in Global South countries could 
access such weapons through proliferation of 
commercial systems that are adapted for military 
purposes or illegal smuggling networks, something 
already seen in the realm of AI-enabled drones 
(Allen 2021). Furthermore, while the initial costs 
of highly capable AI may be high, these costs 
are expected to decrease over time, as they did 
with previous technologies, such as drones. As 
costs lower, access may become more feasible 
for actors in the Global South (Hörster 2021, 11; 
Allen and Chan 2017, 16; Maas, Lucero-Matteucci 
and Cooke 2023, 249). Therefore, the likelihood 
of far more intensive armed conflict is the 
kind of serious risk that stakeholders in Global 
South countries should be concerned about. 

https://mod.go.ke/news/responsible-ai-in-the-military-domain/
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Highly Capable AI Could 
Enable More Repressive and 
Enduring Authoritarianism 
There are strong signals indicating that AI could 
be used to consolidate state power and facilitate 
authoritarianism (Hendrycks, Mazeika and 
Woodside 2023, 10). Indeed, there is already 
evidence that AI is currently being leveraged for 
surveillance, censorship and other traditional 
tactics of repression. In countries such as China 
and Kazakhstan, for instance, AI is enabling 
surveillance through automation of monitoring 
and tracking functions (Feldstein 2021, 219; 
Kendall-Taylor, Frantz and Wright 2020). Even the 
US government is reportedly using hundreds of 
AI-powered surveillance towers on the country’s 
border with Mexico (Beaumont 2022). The draw is 
obvious. AI can analyze massive amounts of data 
and information quickly, cost-effectively and with 
minimal intrusion, enhancing any surveillance 
efforts (Kendall-Taylor, Frantz and Wright 2020). 
Consequently, AI-enabled surveillance has grown 
more prevalent, with many countries now utilizing 
facial recognition, social media monitoring and 
other smart-city technologies (Feldstein 2019, 
7–10). AI-enabled censorship has also surged, with 
machine-learning models being used to quickly sift 
through vast amounts of data to block content that 
is deemed unfavourable to certain regimes (Frantz, 
Kendall-Taylor and Wright 2020; Hörster 2021, 5).

The path to these outcomes is likely to be eased 
significantly by highly capable AI, laying the 
foundations for more robust authoritarianism (Dafoe 
2018, 7; Bengio 2023, 115). There are a few ways this 
could play out. First, highly capable AI might enable 
super-surveillance by making surveillance cheaper, 
more extensive and effective (Dafoe 2018, 36). 
Repressive governments could deploy autonomous 
AI agents that can operate indefinitely in a “set it 
and forget it” manner (Zittrain 2024), to continuously 
monitor and track dissenting individuals and 
groups, or even scour online spaces for opposing 
views. From there, governments could use these 
autonomous AI agents to quickly and continuously 
block information perceived as unfavourable to the 
regime, exacerbating censorship (Dafoe 2018, 36).

Second, these regimes could use highly capable AI 
to target dissenting individuals and groups. Just 
as AI today facilitates targeted advertisements 
(B. Collier 2024), it is conceivable that rogue 
governments might use autonomous AI agents 

to continuously send targeted intimidating and 
threatening messages to dissenters. Additionally, 
governments could leverage highly capable AI 
to discredit political opponents through the 
generation of negative deepfakes that are highly 
realistic (Frantz, Kendall-Taylor and Wright 2020). 

Finally, governments could crudely deploy highly 
capable AI-enabled weapons against dissenting 
citizens (Hendrycks, Mazeika and Woodside 
2023, 10; Dafoe 2018, 36). Given the “advantages” 
that such weapons can offer, such as very high 
operational speeds and anonymity, autocrats may 
turn to these to carry out violent crackdowns and 
to disrupt mass protests. Autocrats may also prefer 
to use AI rather than humans to carry out their 
repression, because such AI systems, if controllable 
(a challenge discussed later in this paper), could be 
less likely to disobey orders out of conscience or 
overthrow the autocrats themselves (Dafoe 2018, 
36). Ultimately, highly capable AI is likely to enable 
governments to lock in their power and make them 
more durable (Hendrycks, Mazeika and Woodside 
2023, 10), leading to greater violations of human 
rights, and further despotism (Schmidt 2023).

Global South countries are particularly vulnerable 
to this risk for two reasons. To begin with, many 
of these countries have fairly recent histories of 
being governed by extremely repressive regimes. 
Most of them have legacies of dictatorships and 
autocratic rule, marked by assaults on political 
opponents, journalists, activists and minority 
groups (Matlosa 2023, 341–42; Omeje 2018, 1). For 
instance, during the 1960s, many Latin American 
countries, including Argentina, Brazil, Chile, Cuba 
and Uruguay, experienced the rise of dictatorial 
military regimes. By 1977, only four Latin American 
nations remained free from dictatorship (Mora and 
Fonseca 2019; Casals 2024). Similarly, between 1960 
and 1980, a wave of one-party and military regimes 
swept through numerous African countries. By the 
end of this era, about 25 of the 45 countries had 
endured either one-party or military rule, both of 
which were characterized by extensive limitations 
of human rights (R. B. Collier 1982, 95–97; Jenkins 
and Kposowa 1990, 861). This trend was also evident 
in countries across Asia, the Middle East and 
North Africa, including Bangladesh, Egypt, Libya, 
Pakistan and Vietnam. For instance, more than 
90 percent of the countries in the Middle East have 
frequently been categorized as either partially free 
or not free (Lehmann 1985, 591; Frantz 2012, 16). 
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Despite the wave of democratization experienced 
by Global South countries since the 1970s (Heller 
2022, 464), repression has persisted or re-emerged 
in many of them. Civil liberties and freedoms, 
such as freedom of expression, peaceful assembly 
and association, are often under threat. Many of 
these countries continue to subject their citizens 
to arbitrary arrests and detentions, extrajudicial 
killings, enforced disappearances and repression 
of minorities (Amnesty International 2024, 24–68). 
Even the countries with more democratic histories 
have experienced some kind of democratic 
backsliding in recent decades (Freedom House 
2024, 1). History has shown us that when individuals 
in power have acted a certain way for a long time, 
it is infinitely likely that those who follow them 
will feel more emboldened to act the same way. 
In this case, highly capable AI could give state 
officials in Global South countries the tools they 
need to govern in a deeply authoritarian manner. 

Global South peoples have limited safeguards 
against AI-enabled autocracy since many Global 
South countries have weak institutional foundations 
(Omeje 2018, 1; Tan, Azali and Francisco 2021, 15; 
Korinek and Stiglitz 2021, 17). For example, while 
privacy protections are one essential way to guard 
against surveillance, a good number of these 
countries still lack data protection laws, and many 
countries that do have these laws in place continue 
to struggle with implementation (Hiebert 2023; 
Tan, Azali and Francisco 2021, 15). As such, Global 
South countries may lack efficient regulatory 
schemes to guard against AI-enabled surveillance. 

Additionally, civil society, which can play a 
crucial role in protecting people against such 
threats, has historically been weak in many of 
these countries. While civil society organizations 
in Global South countries have sometimes done 
work that has led to an increase in government 
accountability, they are also frequently underfunded 
or co-opted by the government (Arriola, Rakner 
and van de Walle 2023, 10, 11; Matlosa 2023, 
341; Yom 2015). There is a significant risk that 
such civil society organizations in Global South 
countries may be unable to constitute an effective 
bulwark against AI-enabled autocracy. 

Finally, many of these countries have accountability 
institutions and regulatory bodies that are plagued 
by deeply embedded cultures of corruption. 
Consider one important example. Courts, which 
would typically serve as an avenue for citizens 
to challenge authoritarian use of highly capable 

AI (Dafoe 2018, 51), have repeatedly proven to be 
corrupt and unduly influenced in Global South 
countries (Transparency International 2024, 14–18). 
This creates a hostile climate for citizens seeking to 
challenge AI-enabled surveillance and censorship. 
Altogether, this means that Global South peoples 
may find themselves with limited options to 
challenge any authoritarian use of highly capable AI. 

This worry is further amplified by evidence 
that a large number of Global South countries 
are already using AI in the surveillance, 
censorship and suppression of dissent. Alarm 
has already been raised about the use of AI-
powered surveillance to monitor and suppress 
journalists, politicians, activists and business 
leaders in African countries such as Uganda and 
Zimbabwe (Timcke and Hlomani 2024, 2, 24), 
as well as in various Latin American (Derechos 
Digitales, n.d.; Giri 2023), Asian (Funk, Shahbaz 
and Vesteinsson 2023, 8–15), and Middle Eastern 
and North African countries (Kausch et al. 2022, 
37–40). This bleak picture could be significantly 
worsened by the arrival of highly capable AI. 

Highly Capable AI Could Enable 
Unparalleled Manipulation 
Manipulation via AI usually features AI systems 
communicating outputs in a way that is likely 
to convince a human to reinforce or change 
their beliefs, behaviour or preferences (Gabriel 
et al. 2024, 82). By leveraging cognitive biases or 
misrepresenting information, the architect degrades 
cognitive autonomy and thereby corrodes the 
integrity of a human decision-making process 
(El-Sayed et al. 2024, 6–7). Manipulation by AI is 
particularly concerning because of how effectively 
AI could be able to deceive. For instance, AI models 
could be designed to implicitly coax or reinforce 
extremist views among people (Gabriel et al. 2024, 
88) to a degree that culminates in security threats. 

Manipulation by AI could be the result of intention 
by system developers, misspecified functions, 
persuasion that builds trust in users or design 
meant to engage the user (ibid.). It may also be that 
even without any explicit intention by humans, 
the AI system exhibits manipulative behaviour. 
We are already seeing some signs that large 
language models (LLMs) can be manipulative. 
For instance, LLMs trained on internet content 
seem to learn how to behave persuasively and 
manipulatively (Carroll et al. 2023, 1, 7). The authors 
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of this paper foresee highly capable AI as likely 
to be even more able to manipulate users.

One key enabler will be highly capable AI’s 
increased access to context and more personal 
information of users (Gabriel et al. 2024, 27). 
Research in persona-based approaches to 
conversational AI shows that personal information 
helps the system understand the context of 
conversation better, making these programs 
interact more seamlessly and engage in more 
human dialogue (Liu, Symons and Vatsavai 2022). 
These capabilities will be scaled up considerably 
in highly capable AI, making it exceedingly hard 
for ordinary human users to know whether the 
AI system they are using is manipulating them. 

The other enabler will be the abilities that highly 
capable AI will have to reason, plan and respond 
to multimodal commands at an inference speed 
that makes human-machine interactions seem 
more natural. This would increase the likelihood 
of anthropomorphism, something that spurs trust 
and allows manipulation (Gabriel et al. 2024, 96, 
102). Taken together, these features will create AI 
systems that offer an immersive experience and 
create the illusion of trust by making users feel like 
they are interacting with a friend or a confidant 
(ibid., 112). Users in such situations will therefore be 
more likely to follow any suggestions or directives 
that the AI system in question proposes. There 
are already signs that such a world is not far off. 
Consider, for example, Google’s Gemini,6 which 
Google says seeks to create a more immersive 
user experience through agents that can “see and 
hear what we do, better understand the context 
we’re in and respond quickly in conversation, 
making the pace and quality of interactions 
feel more natural” (cited in Heikkilä 2024). 

Studies have found that citizens of developing 
countries are significantly more optimistic and 
trusting about the impact that AI will have 
on their lives (Ipsos 2022). In a supplemental 
report for its 2024 trust barometer, the Edelman 
Trust Institute (2024, 3–7) reported that trust in 
technology is higher in developing countries, 
while it has deteriorated in the United States and 
the United Kingdom. Another global study found 
that people in Brazil, China, India and South Africa 
showed higher levels of trust in AI compared 
to people in Global North countries (Gillespie 

6 Gemini is a “family” of highly capable multimodal models whose quality 
increases with model size (Gemini Team 2023).

et al. 2023, 5). The study particularly noted that 
people in these four countries trust in the ability, 
humanity and integrity of AI systems (ibid., 18).

The trust AI enjoys in Global South countries 
seems to be a result of its perceived benefits. 
Even in cases where participants are fearful about 
some risks, their excitement, optimism and trust 
appear to be undiminished (ibid., 24). In India, 
for instance, technology in general is seen as a 
solution to many developmental issues and is 
often trusted as an “authority” in many situations 
(Kapania et al. 2022). Similarly, in Brazil the level 
of trust in AI is significantly higher than the level 
of understanding there is about it (Gillespie et al. 
2023, 56). This situation is likely to be replicated 
in many other Global South countries. 

Apart from levels of trust in technology, Global 
South peoples also have lower levels of education 
in comparison to the rest of the world. For instance, 
in 2020 the adult literacy rate in Sub-Saharan Africa 
was only at 66 percent while the global average was 
89 percent.7 Studies on misinformation susceptibility 
have shown that education is a key factor in 
determining how much someone is susceptible to 
believing false information. For example, one study 
identified an inverse statistical correlation between 
higher levels of education and belief in scientific 
misinformation (Siani and Green 2023, 8). The same 
could largely be true for manipulation as well, as 
education is important in developing the ability 
to detect and reflect on nuances across judgment 
domains (Knuutila, Neudert and Howard 2022).

Highly Capable AI Could 
Deepen the Subordination of 
Global South Peoples’ Cultures
Through different projects and approaches, fields 
such as decolonial studies have shown us that 
cultural hegemonies can be mapped. In other 
words, there are identifiable patterns that show 
the world view dominance of more historically 
powerful and privileged groups of people over 
less historically powerful and privileged groups of 
people (Cortes-Ramirez 2015, 117). This reality has 
knowingly and unknowingly been brought to bear 
through coercion or persuasion, often facilitated 
by technological devices or software. For example, 
in her book America, as Seen on TV: How Television 

7 See https://royalafricansafaris.com/foundation/adult‑education‑in‑
olpalagilagi/.

https://royalafricansafaris.com/foundation/adult-education-in-olpalagilagi/
https://royalafricansafaris.com/foundation/adult-education-in-olpalagilagi/
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Shapes Immigrant Expectations Around the Globe, 
sociologist Clara Rodríguez shows how American 
television has been able to project US-centric views 
on social relationships onto the rest of the world 
(Stoelker 2018). As this paper’s authors argue in the 
sections that follow, the special capabilities that 
highly capable AI will possess could lead to a much 
more deeply entrenched hegemony of Western 
cultures over Global South peoples’ cultures. 

Several researchers have already expressed 
concerns about how current state-of-the-art 
generative AI models can exacerbate the existing 
dominance of Western cultures. According to 
some of this research, the models’ explicit and 
implicit steering in favour of Western cultures is 
mostly a result of how they were trained. Consider, 
for instance, some examples from LLMs, the 
most cutting-edge AI systems available today. 

LLMs are trained on data scraped from the 
internet, which over-represents some parts of 
the world. Accordingly, the language that is 
represented enhances cultural alignment where 
the language in question is prevalent. It is no 
surprise that some studies have also shown 
that LLMs’ responses to cognitive psychological 
tasks most closely resemble those of people 
from Western, educated, industrialized, rich and 
democratic societies. Indeed, Rohin Manvi et al. 
(2024, 1) have recently unveiled research that 
shows that, due to their training corpora, LLMs 
are “clearly biased against locations with lower 
socio-economic conditions (e.g., most of Africa).” 

Furthermore, the most advanced AI alignment 
methods — reinforcement learning from human 
feedback (RLHF) and reinforcement learning from 
AI feedback (RLAIF) — produce AI systems that 
are wedded to Western cultures. RLHF involves 
human judgment in creating preferences in model 
behaviour, while RLAIF, also called “constitutional 
AI,” depends on a human-produced set of principles 
or “constitution” (Conitzer et al. 2024, 1). This 
means that both methods carry the biases inherent 
in humans as per their cultural backgrounds 
(Varshney 2024, 10). For instance, a study examining 
the cultural biases of LLMs found that the stark 
differences — a move toward far more secular 
responses, for example — between the cultural 
values observable in Open AI’s GPT-3 model and 
those observable in its immediate successor 
(GPT-3.5 Turbo) can be attributed to the use of 
RLHF in training GPT-3.5 Turbo (Tao et al. 2024, 3). 

Unless there is significant change, the arrival of 
highly capable AI could worsen the situation for 
Global South peoples’ cultures. It is likely that 
just as with existing cutting-edge AI models, 
highly capable AI will mostly be trained on data 
sets that have Western cultural biases and norms 
embedded into them. If RLHF and RLAIF remain 
the best-performing “alignment” methods available 
to leading AI developers, we can imagine that 
both will continue to prop up Western cultures 
(as explained in the preceding section). And, as 
many researchers have suggested, highly capable 
AI could be used everywhere — and to do all sorts 
of things — in the future. Because of the accuracy 
and efficiency benefits these AI systems could 
present, businesses and governments will scramble 
to integrate them into their work in a way that 
they have not yet done with existing AI systems. 
In this event, Global South peoples might be 
forced to live with AI systems that fundamentally 
carry Western cultural norms and biases. 

The cultural biases and norms that will be 
embedded into highly capable AI systems could 
be at odds with the cultures of Global South users, 
leading to misinterpretation and misrepresentation 
of certain cultures, developments that could in 
turn create cultural barriers, impose a cultural 
hegemony and possibly even result in cultural 
erasure (Prabhakaran, Qadri and Hutchinson 
2022, 2). On top of that, by representing certain 
cultural values as norms through stereotyped 
responses, AI systems can further entrench 
these values in users who will then hold them 
as their own (Anwar et al. 2024, 80–81).

Although some may suggest that fine-tuning 
these AI systems on more localized data could 
create more “local” models, that would still do 
little to alter the fundamental philosophical 
pillars upon which the systems have been built. 
In other words, if a model has been trained to 
identify a certain response as wrong or bad, it 
is exceedingly hard to change that. Others may 
suggest that the fact that AI could be used to 
protect languages that are at risk of disappearance 
shows it might not lead to the subordination of 
Global South peoples’ cultures (Onome 2024). 
However, this view conflates the existence of 
aspects of a culture with its lack of subordination. 
The two are not necessarily interchangeable. 
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Highly Capable AI 
Could Inadvertently 
Result in Mass Death
Highly capable AI could also result in catastrophic 
consequences, such as the death of very 
many humans (Bengio et al. 2024, 843), and 
AI misalignment is likely to be the cause. As 
discussed in the section “The Contours of Highly 
Capable AI,” highly capable AI systems will be 
goal-driven. That means that such systems could 
learn to pursue both desirable and undesirable 
goals, with the latter being goals not aligned with 
the widely shared human values (Ngo, Chan and 
Mindermann 2024, 3). In the main, the pursuit of 
these undesirable goals will occur where highly 
capable AI systems have reward functions that are 
not perfectly aligned with human preferences (ibid.). 
That possibility is real because the most advanced 
AI alignment methods still fall short in two ways. 
First, specifying human intentions using hard-coded 
reward functions remains very hard and the models 
may still end up pursuing undesirable goals by 
exploiting some reward misspecification. Second, 
although using methods like RLHF might resolve 
some of these mistakes, feedback from human 
evaluators is sometimes unreliable, as human 
evaluators might unintentionally give approval 
or high reward for undesirable behaviour (ibid.), 
which could reinforce undesired behaviours in the 
AI. Similarly, other AI alignment methods being 
developed by technical researchers still seem a 
step behind the challenge (Aschenbrenner 2023). 

Some signs of the risk we face are captured in the 
small-scale misbehaviour that can be observed 
in, for example, an AI system that wins a game by 
exploiting some glitches rather than by playing the 
game well (Piper 2020; Krakovna et al. 2020). If such 
a possibility persists, there is a fair chance that the 
misalignment of highly capable AI systems will 
result in more large-scale consequences (Ngo, Chan 
and Mindermann 2024, 8; Ord 2020, 144). These AI 
systems may pursue instrumental goals including 
avoiding shutdown, going around human attempts 
to alter their reward functions, resource acquiring 
and, eventually, power seeking (Vold and Harris 
2021, 735; Ngo, Chan and Mindermann 2024, 8; Ord 
2020, 145). Ultimately, such AI systems may acquire 
both the motivation and ability to pursue goals 
that are incompatible with human well-being such 
as altering the Earth’s environment to facilitate 
computing speed or actively disempowering 
humanity to prevent interference with AI goals. 

This could eventually lead to catastrophic 
consequences for humanity, including mass death. 

Mass casualty events anywhere are inherently bad, 
but are particularly unjust when caused in Global 
South countries by technologies developed and 
primarily benefiting Global North countries. In the 
worst-case scenario, misaligned highly capable AI 
systems could cause human extinction, leading 
not only to the loss of current lives but also of all 
potential future generations. Such an outcome 
would be strongly at odds with the value of care for 
future generations found in the traditions of many 
ethnic communities in Global South countries.8 

Concluding 
Recommendations
The preceding section of this paper laid out the 
major context-specific risks that Global South 
peoples could face when highly capable AI is 
eventually developed and used. Unfortunately, 
any domestically focused efforts these countries 
take to counter the risks outlined herein may 
have limited usefulness. While regulating the use 
of standalone physical tools and software might 
be possible, if highly capable AI is in the form of 
software accessible over the internet (as current 
LLMs are), any attempts to block access could 
be circumvented via virtual private networks. 
As evidence from China shows, even the most 
sophisticated government-imposed internet firewall 
can still be ineffective at completely eliminating 
access to the relevant internet sites (Williams 2023). 
Global South governments could also attempt 
to throttle inference but it would be hard for 
them to know which data centres to target, and 
the relevant data centres might be outside their 
jurisdictions (Lehdonvirta, Wú and Hawkins 2024). 

Global South peoples should be further concerned 
because their governments are currently ill-
equipped to police the use of AI within their borders. 
To the authors’ knowledge, at time of writing, no 
Global South regulatory body has yet conducted 
an investigation into the use of AI in their society; 

8 For one example of communities in southern Africa, see Isaac Schapera 
(1955, 195–97).
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this situation is unlikely to change any time soon 
because in these countries AI expertise and financial 
resources are in short supply, while other priorities 
are endless. This lack of oversight could mean that 
any interventions might arrive too late in the day. 

For these reasons, it is critical that Global South 
countries engage now, while highly capable AI is 
still being developed. It would make a significant 
difference if these countries identified and 
pulled on the levers available to them in order 
to influence the future development of highly 
capable AI systems and their potential implications. 
This could be achieved by, for example:

 → Appointing expert study groups whose focus 
is not just AI in general, but highly capable AI 
specifically. These study groups could give Global 
South countries advice on what specific steps to 
take with regard to highly capable AI. 

 → Ensuring that their national and regional policies 
(and eventually laws) pay special attention to 
preventing and mitigating the risks that highly 
capable AI could pose to their societies. 

 → Forming coalitions of like-minded nations 
and pushing the leading AI companies and 
Western countries to pay special attention to 
the global scale of impacts of highly capable 
AI as well as the context-specific implications 
for Global South countries. This work could be 
done through international fora or state-to-state 
diplomacy. 

Outside of government, researchers and civil 
society in Global South countries can make a 
significant difference if they begin engaging as well. 
Their voices and influence could pressure their 
governments, pressure Western governments, or 
persuade researchers and civil society organizations 
in Western countries to press their governments to 
ask the leading AI companies more questions. Those 
who care about the fate of Global South peoples 
must realize that getting serious about AI generally 
is not enough. It is crucial that we specifically 
get serious about the risks of highly capable AI. 
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