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Executive Summary 
Data plays a critical role in the training, testing 
and use of artificial intelligence (AI), including in 
the military domain. Research and development 
for AI-enabled military solutions is proceeding at 
breakneck speed, and the important role data plays 
in shaping these technologies has implications 
and, at times, raises concerns. These issues are 
increasingly subject to scrutiny and range from 
difficulty in finding or creating training and 
testing data relevant to the military domain, to 
(harmful) biases in training data sets, as well as 
their susceptibility to cyberattacks and interference 
(for example, data poisoning). Yet pathways and 
governance solutions to address these issues 
remain scarce and very much underexplored.

This paper aims to fill this gap by first providing 
a comprehensive overview on data issues 
surrounding the development, deployment 
and use of AI. It then explores data governance 
practices from civilian applications to identify 
lessons for military applications, as well as 
highlight any limitations to such an approach. 
The paper concludes with an overview of possible 
policy and governance approaches to data 
practices surrounding military AI to foster the 
responsible development, testing, deployment 
and use of AI in the military domain.

Introduction
Data is the lifeblood of AI. The performance, 
effectiveness and overall reliability of AI systems 
are contingent on the quantity and the quality 
of the data that underpins their training and 
functioning. Essentially, data serves as the 
foundation upon which AI algorithms learn, 
adapt and perform their tasks. Beyond scientific 
research and evidence, there is growing 
recognition in policy, at the highest levels, of 
the importance and centrality of data in AI. 
On March 21, 2024, the United Nations General 
Assembly adopted a landmark resolution on 

seizing the opportunities and the promotion 
of “safe, secure and trustworthy” AI systems 
for sustainable development (United Nations 
General Assembly 2024). The resolution recognizes 
that “data is fundamental to the development 
and operation of artificial intelligence systems; 
emphasizes that the fair, inclusive, responsible 
and effective data governance, improving data 
generation, accessibility and infrastructure, 
and the use of digital public goods are essential 
to harnessing the potential of safe, secure and 
trustworthy artificial intelligence systems for 
sustainable development” (ibid., para. 7).

The importance of data governance has also been 
recognized by the United Nations High-level 
Advisory Body on Artificial Intelligence (2023) in 
its interim report, which includes a preliminary 
guiding principle on data governance, focusing in 
particular on the privacy and security of personal 
data. More broadly, the issue of data governance 
related to AI and the digital sphere is also a concern 
raised in the UN Secretary-General’s “Our Common 
Agenda Policy Brief 5: A Global Digital Compact,” 
which recommends the development of proper 
tools to avoid harms to individuals, communities 
and the global economy (United Nations 2023). 

It is clear that as governments, civil society 
and industries grapple with the responsible 
development, deployment and use of these 
disruptive technologies, data will — and must — 
play a central role in AI governance. Military 
applications of AI are also dependent on data, 
yet this remains a severely underexplored issue 
in most, if not all, governance discussions and 
deliberations in this space; for example, none of the 
UN-led initiatives on data governance mentioned 
above focus on military applications of AI. 

At the same time, discussions surrounding data 
are often shrouded with misleading assumptions 
that, in turn, could create or even amplify new and 
existing risks to compliance with international 
law (Holland Michel 2023). Left unaddressed, 
this issue could ultimately jeopardize the many 
commendable efforts promoting the responsible 
development, deployment and use of AI in 
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the military domain currently held within the 
auspices of the United Nations and beyond.1

This paper seeks to provide a meaningful 
contribution to the growing body of research 
underpinning governance discussions on military 
AI by examining the following questions: 

 → Why is data governance an important 
consideration for the military domain? 

 → How can AI data governance issues best be 
leveraged to promote responsible practices 
surrounding AI in the military domain?   

In response to these questions, this paper has three 
objectives: provide a comprehensive overview 
of data issues surrounding the development, 
deployment and use of AI; examine data 
governance lessons and practices from civilian 
applications; and identify pathways through which 
data governance could be enacted. It is hoped that 
this paper can serve as a foundation for subsequent 
discussion and deliberation of how data-related 
issues can serve as a key intervention point to 
promote responsible AI in the military domain. 

Data Governance: Taking 
Stock of Current Practices 
A General Overview of 
Data Governance
In today’s rapidly evolving world, data has emerged 
as a decisive factor in decision-making processes 
across all sectors. The importance of data lies in its 
ability to provide invaluable and often previously 
inaccessible insights, inform strategic planning and 
drive innovation. From the medical, agricultural 
and commercial sectors to the military domain, 
whoever harnesses the tremendous data being 

1 For example, the United Nations Institute for Disarmament Research 
(UNIDIR) is leading, in partnership with Microsoft, a multi-stakeholder 
initiative, the Roundtable for AI, Security and Ethics (RAISE), aimed 
at promoting the responsible development, deployment and use of AI 
technologies in the security and military domains. Beyond the United 
Nations, the Netherlands and the Republic of Korea are spearheading 
processes surrounding the Responsible AI in the Military Domain (REAIM) 
Summit, first held in The Hague in February 2023. Following the summit, 
more than 50 states endorsed a common call to action. See Government 
of the Netherlands (2023). 

generated daily will maintain a competitive 
advantage (Cone and Luparello 2023). In a 2019 
study, the World Economic Forum estimated that 
by 2025, 463 exabytes of data would be created 
each day across the globe (Desjardins 2019). Data 
can take many forms, including text, images, 
videos, sound, sensor readings and a combination 
thereof. Beyond the race to data supremacy, there 
is also growing recognition of the role data plays 
as a force for public good (The World Bank 2021).  

The 2010s were marked by an explosion and 
frenzy around data: against a context of increased 
digitization and connectivity, the prospect of 
harnessing data for competitive advantage was 
most appealing. The term “big data” quickly became 
a buzzword — a common phrase as well as, quickly, 
the source of many concerns. Unrestricted access to 
(or at least very limited regulation of) personal data 
prompted organizations, agencies and individuals 
to establish a protective framework to safeguard 
fundamental rights and freedoms in the context of 
data practices. In 2012, the European Commission 
proposed a comprehensive reform of the European 
Union’s 1995 data protection rules to consolidate 
online privacy rights; this eventually led to the 
adoption of the General Data Protection Regulation 
(GDPR).2 Many have argued that the latter kicked off 
a “Brussels effect,” with data protection regulations 
subsequently proliferating across regions, including 
in Brazil,3 Thailand,4 Nigeria5 and China,6 all 
reportedly drawing much of their inspiration from 
the GDPR. China has notably adopted a robust set 
of data governance structures, having identified 
data as playing an important role for economic 
growth. In parallel to the developments on data 
protection in the European Union, it has set up 
its own structures for regulating data, ensuring 
its security, and protecting personal information, 
through laws such as the Cybersecurity Law of 2016, 
and the Data Security and the Personal Information 
Protection Laws of 2021 (He 2023). While a deeper 
exploration of these case studies — and beyond — 
cannot be included in the present paper due to 
space constraints, further comparative studies on 

2 See www.edps.europa.eu/data-protection/data-protection/legislation/
history-general-data-protection-regulation_en.

3 See DataGuidance by OneTrust and Baptista Luz Advogados (2024).

4 See OneTrust DataGuidance, OneTrust DataGuidance Regulatory 
Research and Blumenthal Richter & Sumet (2019).

5 See OneTrust Data Guidance (n.d.).

6 See OneTrust DataGuidance (2024).

https://www.edps.europa.eu/data-protection/data-protection/legislation/history-general-data-protection-regulation_en
https://www.edps.europa.eu/data-protection/data-protection/legislation/history-general-data-protection-regulation_en
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data protection frameworks would be useful for 
both the policy- and law-making communities.7 

One thing to note is that the obligations and 
rights provided by the GDPR may be restricted 
to safeguard national security, defence and 
public security, among others. Such restrictions, 
however, remain conditional insofar as they 
respect “the essence of the fundamental rights 
and freedoms,” and that they are both necessary 
and proportionate measures.8 As such, each use 
of data that may be in violation of the GDPR for 
security and defence applications must be justified 
through a test of necessity and proportionality 
in order to remain justified: in other words, 
these exceptions are on a case-by-case basis and 
cannot be subject to a blanket application. 

Beyond data protection, the ecosystem of data 
governance frameworks has generally grown 
over the years. In 2013, Max Schrems, an Austrian 
lawyer, filed a complaint against Facebook Ireland 
Ltd., which subsequently led to a number of 
rulings both in Ireland and at the level of the 
Court of Justice of the European Union on privacy 
and cross-border data transfers (Batlle and van 
Waeyenberge 2024). Ten years later, the European 
Data Governance Act has entered into force, in 
recognition of the need to improve the conditions 
for data sharing and facilitating cooperation 
between EU member states, as well as the need 
to increase trust in data practices and in the “data 
economy.”9 This act embodies a more holistic 
approach to data governance, seeking to harness 
the transformative opportunities offered by data 
in the economy and in society, with safeguarding 
mechanisms in place. Similar regulations have also 
emerged, such as the US Clarifying Lawful Overseas 
Use of Data Act, which aims to facilitate data 
sharing in the context of criminal investigations.

7 There is a rich and growing body of literature looking at the various 
approaches to data protection across the globe; the authors of this paper 
simply cannot do justice to the many nuances and intricacies of research 
in this space due to space constraints and have thus elected not to 
elaborate further than what is discussed here.

8 EC, Regulation (EU) 2016/679 of the European Parliament and of the 
Council of 27 April 2016 on the protection of natural persons with 
regard to the processing of personal data and on the free movement of 
such data, and repealing Directive 95/46/EC (General Data Protection 
Regulation), [2016] OJ, L 119/1, art 23. 

9 EC, Regulation (EU) 2022/868 of the European Parliament and of the 
Council of 30 May 2022 on European data governance and amending 
Regulation (EU) 2018/1724 (Data Governance Act), [2022] OJ, L 152.

AI and the Role of Data 
Leveraging data, especially in light of its sheer 
scale, requires solutions to process it at speed 
and generate the desired outputs: AI holds 
tremendous potential to collect and utilize data. 
Once deployed, machine-learning systems can 
predict likely outcomes, calculate risks, draw 
insights and make sense of vast amounts of 
data otherwise unattainable to human analysts 
and at speed (Deeks, Lubell and Murray 2019). 
To this end, however, these technologies will 
need to learn from data to recognize and identify 
patterns and trends, to make predictions and, 
subsequently, to generate outputs. As such, data 
plays a critical role across the life cycle of an AI 
technology. From its training to its deployment 
and use, data is not a static and passive input: it 
is a dynamic force that shapes the AI technology’s 
development, performance and evolution over time. 

Data also plays a critical role in the testing, 
evaluation, verification and validation of AI 
technologies. For instance, as AI models go 
through test cases that cover different scenarios 
and edge cases, testing data will be essential 
to represent the conditions under which the 
systems are intended to be deployed. These tests 
can take the form of adversarial methods using 
inputs designed to mislead and “fool” the model. 
Developers will then analyze how the system 
responds to adversarial examples against training 
and validation data, which, in turn, will help 
identify vulnerabilities in the model. Data will also 
play a central role for regression testing, to ensure 
that recent changes, tweaks and modifications 
to the AI system and its parameters have not 
introduced new bugs or “regressed” its performance 
(Orso, Apiwattanapong and Harrold 2003).  

Once AI models have gone through testing, 
evaluation processes will measure their 
performance and their outputs against a set of 
metrics and indicators. Benchmark data sets 
are generally used to compare and evaluate the 
outputs produced by the model, providing a 
standardized basis across various tasks. This will 
then be complemented with real-world data for 
the contextual evaluation of the models, thus 
providing insights into their performance under 
actual operating conditions. In the medical and 
health-care sector, for example, real-world data 
(for example, patient health status, delivery 
of routine health care) is used to evaluate the 
performance of AI-enabled solutions, thus 
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bridging the gap between clinical research 
and practice (Liu and Panagiotakos 2022). 

It is also important to note that, prior to being 
integrated and used in the development, 
deployment and use of AI technologies, data 
generally goes through a number of processes 

and practices. Box 1 provides some terms and 
processes that should be considered in the 
context of this paper, although they in no way 
constitute an exhaustive list of data practices 
adjacent to the use of data for AI development.

Box 1: Data Practices 

 → Data collection: Data collection is the 
process of retrieving and gathering existing 
data for a pre-defined purpose. Three 
considerations frame and shape data 
collection practices: the type of data needed, 
the source(s) and methods of collection.

 → Data generation: This process refers to 
the creation or production of new data 
through various means, such as sensors and 
experiments, as well as simulations and 
models. The data generated can either be 
intentionally produced for a specific purpose 
or it can be naturally generated through 
external and various processes.

 → Data cleaning: Once data has either 
been collected or generated, it must go 
through a number of processes to ensure 
its quality by identifying, correcting, and/
or removing undesirable data. In other 
words, it consists of “cleansing” the data 
of errors, inconsistencies and inaccuracies 
that are either irrelevant for the defined 
purpose or can even jeopardize the system’s 
calculations and outputs. 

 → Data hygiene: Once the data has been 
cleansed, certain practices and processes 
must be in place to maintain the quality, 
accuracy, consistency, suitability and 
continued relevance of the data for its 
intended purpose and throughout its life 
cycle. 

 → Data security: In addition to data hygiene 
practices, a number of processes must 
be undertaken to ensure the data’s 
security and promote privacy protection 

through encryption, data masking and 
anonymization (if appropriate).

 → Data labelling: Depending on its intended 
use, data will also go through the 
assignment of descriptive tags, categories 
or annotations. This step is particularly 
essential for supervised machine learning. 

 → Data processing and use: Once ready, the 
data can be used to generate insights and 
inform decision-making processes through 
its analysis, interpretation and application. 

 → Data storage: Data, while intangible, 
must be stored and will involve physical 
and digital infrastructures (for example, 
databases, cloud storage, servers). Security 
measures must be in place to ensure the 
data’s protection from unauthorized access, 
loss or corruption (for example, through 
data poisoning).

 → Data transfer: Data can be moved from one 
location to another, either within the same 
system or between different systems or 
networks. The implications of cross-border 
data transfer have been of particular interest 
in national security and law enforcement 
contexts. 

 → Data archiving: Once of no active use, data 
can be retained and preserved long term, for 
example, for compliance purposes, historical 
reference and/or future analysis. 

 → Data deletion: Data can also be 
permanently removed from storage systems. 
Deletion may be necessary, at times, for 
compliance purposes (for example, data 
privacy laws).
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Discussions on data are crucial for the development 
of governance pathways. Understanding the many 
processes underlying the collection, processing, use 
and management of data will help identify critical 
intervention points and solutions to address both 
the underlying risks stemming from data practices 
and those from the development, deployment 
and use of AI in the military domain. Ultimately, 
promoting responsible AI in the military domain 
will require robust discussions on data governance 
to ensure that AI systems are developed, 
tested, deployed and used in accordance with 
international law, ethics and applicable policies 
and standards while promoting such compliance. 

Data Governance Frameworks 
and the Advent of AI
In addition to general-purpose regulatory 
frameworks akin to the GDPR, a number of data 
governance approaches and practices tailored 
to address sector-specific issues have emerged. 
Different sectors — including the financial domain, 
digital platform regulation, health-care provision, 
and humanitarian and disaster relief — raise 
unique issues and concerns that require targeted 
solutions. As a result, guidelines, handbooks, 
policies and other types of “soft law” frameworks 
are gaining in number and prominence. These 
instruments, too, increasingly recognize the 
interlinkages between data and AI governance.

In the case of the humanitarian sector, 
organizations working in this space deal with 
the highly sensitive personal data of vulnerable 
communities in volatile environments. The 
International Committee of the Red Cross 
(ICRC) has issued a Handbook on Data Protection 
in Humanitarian Action. Already in its second 
edition, it “builds on existing guidelines, working 
procedures and practices” and has identified AI as 
one of the key issues for data protection.10 While 
the intersection between AI and data remains very 
much underexplored in the humanitarian context, 
calls for concrete approaches and solutions to 
address the issues it raises are growing (Spencer 
2024). As outlined in the handbook, AI is being used 
to facilitate humanitarian work and activities linked 
to it, including to read public opinion, identify and 
locate missing children, track attacks on civilians 
and human rights violations, as well as to prevent 
and diagnose disease. While these technologies 

10 See www.icrc.org/en/data-protection-humanitarian-action-handbook.

offer opportunities, AI applications also pose 
challenges: beyond data protection concerns, the 
accuracy and reliability of systems can jeopardize 
the conduct of humanitarian work and have 
severe repercussions on civilians. For instance, 
off-the-shelf solutions, while less costly and more 
accessible, carry risks with regard to the systems’ 
predictability and reliability. Humanitarian action 
often requires a tailored and targeted approach 
due to the complexity and intricacies of individual 
crises (for example, cultural factors, demographic 
realities, local environment and climate). 

Another key example corresponds to data 
governance frameworks in the context of AI 
integration for critical national infrastructures 
(CNIs). There is evidence that AI is indeed playing 
an increasing role in society — including across all 
spectrums of CNIs, from the provision of energy 
supply to finances, communications and “smart 
cities,” as well as the security and defence sector 
(Gerstein and Leidy 2024). AI innovation holds 
tremendous potential in supporting CNIs, yet it also 
raises a number of novel and long-standing issues 
and questions. For instance, while the integration 
of (and increasing reliance on) generative AI into 
critical functions and infrastructures exacerbates 
pre-existing digital and physical vulnerabilities (for 
example, the targeting of computing power and 
infrastructure), it also raises novel concerns (for 
example, the corruption of training data through 
data poisoning, as well as the hijacking of model 
output) (Department for Science, Innovation & 
Technology 2o23). Beyond wider security concerns, 
the integration of AI into CNIs also raises data-
related concerns: from risks of data leaks to biased 
systems compromising human decision making, it 
is clear that further research, and deeper reflections 
on data governance approaches and solutions, 
in the context of AI integration in CNIs is a sine 
qua non condition for a responsible AI ecosystem 
(Electric Power Research Institute 2020). As such, 
while falling outside of the military domain, 
the development, adoption and integration of 
AI solutions add further layers of complexity to 
ensuring the security and resilience of CNIs, for 
which data plays a key — yet underexplored — role. 

Data in AI Governance 
Frameworks
As AI governance frameworks mushroom across 
the globe, it is clear that data plays an important 
role in forming this dynamic and ever-evolving 

https://www.icrc.org/en/document/data-protection-handbook
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policy landscape. Data lies, for instance, at the 
heart of the Executive Order on Safe, Secure and 
Trustworthy AI issued by the White House in 
late 2023.11 It highlights the need to safeguard 
the right to privacy against the mass use of 
data to train AI systems, while prioritizing the 
development and use of privacy-preserving 
techniques, including those that are AI enabled.12 

Similarly, data also features prominently in the 
newly adopted EU AI Act. The EU AI Act recalls, 
in fact, the 2019 Ethics Guidelines for Trustworthy 
AI developed by the High-Level Expert Group 
on AI, which was appointed by the European 
Commission and identified “privacy and data 
governance” as one of the seven key principles 
underpinning trustworthy and ethically sound 
AI. The act asserts the vital role high-quality data 
and access to high-quality data play in providing 
structure, and in ensuring that high-risk AI 
systems perform as intended and safely and that 
they do not become a source of discrimination.13 
Article 10 of the act is specifically dedicated to 
“data and data governance.” It includes provisions 
on the training of high-risk AI systems and 
adjacent practices surrounding their development, 
including data-preparation processing 
operations, the formulation of assumptions, 
and the adoption of appropriate measures to 
detect, prevent and mitigate possible biases.14 

The EU AI Act generally excludes from its scope 
AI applications for military, defence or national 
security purposes. However, it is also important to 
note that when AI systems are developed, placed 
on the market, put into service and used for such 
purposes, but are used “outside those temporarily 
or permanently for other purposes, for example, 
civilian or humanitarian purposes, law enforcement 
or public security purposes,” these systems would 
fall within the scope of the act.15 In other words, 
dual-use technologies fall within the scope of the 

11 See The White House (2023). 

12 On privacy-preserving, or privacy-enhancing technologies (PETs) and 
data privacy, see Inverarity (2023). 

13 EC, Regulation 2024/1689 of the European Parliament and of the 
Council of 13 June 2024 laying down harmonised rules on artificial 
intelligence and amending Regulations (EC) No 300/2008, (EU) No 
167/2013, (EU) No 168/2013, (EU) 2018/858, (EU) 2018/1139 and 
(EU) 2019/2144 and Directives 2014/90/EU, (EU) 2016/797 and (EU) 
2020/1828 (Artificial Intelligence Act), [2024] OJ, L 12.7 at para 27. 

14 Ibid, art 10.

15 Ibid at para 24.

EU AI Act when not in use for military, defence 
or national security purposes. The implications of 
the act, once entered into force, on data practices 
surrounding dual-use systems should be unpacked 
in further detail in a subsequent dedicated study.     

Data Governance for 
Military Applications: Key 
Issues and Lessons from 
the Civilian Space
Data for Military Applications
Data has also increasingly been recognized as a 
key asset by militaries, as demonstrated by the 
various dedicated policies and strategies, such as 
Canada’s 2019 The Department of National Defence 
and Canadian Armed Forces Data Strategy,16 the 
United Kingdom’s 2021 Data Strategy for Defence,17 
the United States’ 2023 Data, Analytics, and Artificial 
Intelligence Adoption Strategy18 and the Netherlands’ 
2023 Defense Strategy Data Science and AI 2023–2027.19 
Table 1 provides an overview of the key principles 
that form the Canadian, Dutch, British and US 
data strategies.20 It should also be noted that 
the topic of data is, at times, subsumed in other 
defence-related policy documents or strategies. 
For example, France’s 2019 Artificial Intelligence 
in Support of Defence report notably places an 
important emphasis on data, stating that it is one 
of the “necessary foundation[s] for the successful 
development of AI” (AI Task Force 2019), despite 
the strategy itself not being solely focused on data. 

16 See The Department of National Defence and Canadian Armed Forces 
(2019).

17 See Ministry of Defence (2021).

18 See Department of Defense (2023). 

19 See Department of Defense (Netherlands) (2023). 

20 Many more countries, including from the Global Majority, have general 
strategies focused on digitalization, data or AI that are cross-government 
in nature. However, this comparative table is intended to showcase 
countries’ strategies or policies on data specifically in the military domain 
and that are publicly available, hence the limited number of countries 
featured, all of which are Western. To date, very few countries have 
strategies that focus specifically on the military domain.  
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There are a number of similarities between the 
principles present in the four strategies, namely 
around the importance of data security, the 
accessibility and usability of data by different 
users and the trustworthiness of data. While 
these do not discuss the specifics of data practices 
outlined earlier in the section “AI and the Role of 
Data,” there are nonetheless references to some of 
these practices within the strategies. For example, 
the United Kingdom’s strategy encapsulates a 
number of these practices, from data creation and 
its archiving and deletion, under the term “data 
standards,” which it states should be leveraged 
and adhered to by all personnel. However, even 
the most recent of strategies, those of the United 
States and the Netherlands, note that policies 
are still required on some of the aforementioned 
data practices, such as their labelling. 

Currently, only a minority of states have produced 
a specific data strategy focused on the military 
domain, and even fewer have a strategy focused on 
data for AI systems specifically. It is nonetheless 
important to note that the distinction between a 
strategy pertaining to data in the military domain, 
with mentions of AI, is not equal to a strategy 
aimed at data for use in AI. This distinction is 
important, as AI data governance differs from 
traditional data governance, in that the former 
considers the role and impact of AI algorithms 
on the data itself, and the evolutive nature of 
AI, in addition to the concepts contained within 
“traditional” data governance (Chu 2024). 

But why such a focus on data within the military 
domain? Why do the recent strategies for France 
(2019), the United Kingdom (2021) and the 
Netherlands (2023) consider data a “strategic asset”? 
Information and data have always been relied upon 

Table 1: Comparison of Canadian, Dutch, UK and US Data in Military Strategies

Canada Netherlands United Kingdom United States

 → Data is a shared asset

 → Data is accessible

 → Data is secure

 → Data is trusted

 → Data is managed 
ethically

 → Defence-wide data 
governance

 → Advanced 
information 
technology

 → Investing in 
knowledge and skills

 → Data-driven way of 
working 

 → Exercise sovereignty 
over data, including 
accountability and 
ownership

 → Standardize data 
across the defence 
landscape

 → Exploit data at the 
most effective and 
relevant point in the 
value chain

 → Secure digital 
data at creation, 
curation, when 
handling, storing and 
transmitting

 → Curate data, ensuring 
it is assured, 
discoverable and 
interoperable

 → Ensure data as 
an asset beyond 
individual projects

 → Visible (i.e., necessary 
data can be located)

 → Accessible (i.e., 
necessary data can be 
retrieved)

 → Understandable 
(i.e., data can be 
understood)

 → Linked (i.e., 
relationships between 
data are maintained)

 → Trustworthy (i.e., 
users have confidence 
in the data)

 → Interoperable 
(i.e., data can be 
exchanged between 
systems and users)

 → Secure (i.e., data 
is appropriately 
safeguarded from 
unauthorized use or 
manipulation)
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in the military context to make decisions. These can 
range from recruitment of personnel and logistics 
planning (for example, helping decide which assets 
can be deployed and their most optimal routing), 
to management and decision making in the context 
of military operations. This has become even more 
critical with the advent of digital technologies, 
the increased use of sensing technologies and the 
digital transformation of the military domain. The 
adoption of these technologies has increased the 
possibilities of data use and, as such, enhanced the 
value of data for military decision making, both 
within the context of military operations and more 
broadly for the conduct of supportive activities. At 
the same time, as data production and the amount 
of data available has increased, so too has the 
need to sort out relevant data from the “noise.”  

This is one area where AI can add value. It can 
enable even greater value to be generated from 
existing data and data sources and their use within 
the military context. Specifically, the use of AI 
could help overcome human cognitive limitations 
linked to information overload, and could ensure 
that information valorization is made less time- 
and labour-intensive (Meerveld et al. 2023). AI 
capabilities and their relevance are multi-faceted; AI 
could help military decision making and planning 
and the conduct of military action, and improve the 
efficiency and resilience of supporting activities. 

While the use of AI within weapon systems to 
aid with targeting and engagement of the target, 
referred to as downstream military tasks,21 is 
a topic that has already been and continues to 
be discussed at length in multilateral fora and 
beyond,22 the application, both actual and potential, 
of AI goes far beyond this narrow scope. Due to 
AI’s ability to sort through and help analyze large 
amounts of data, as well as to identify patterns 
and relationships in the data, it can help make 
calculations, predictions or forecasts, generate 
recommendations or create a large range of 
simulations of future actions or outcomes. 
Specifically, AI can help undertake different 

21 Downstream military tasks are those that pertain to tasks on the “visible 
end” of military decision making, namely, to target selection and target 
engagement. This is opposed to upstream military tasks, which occur prior 
to the downstream tasks and include activities that have an “indirect effect 
of lethality.” See Grand-Clément (2023) and Ekelhof and Persi Paoli 
(2020).

22 See, for example, Group of Governmental Experts on Emerging 
Technologies in the Area of Lethal Autonomous Weapons System (2023) 
and Nurkin and Siegel (2023). 

functions of a military operation, from command 
and control tasks, which include assessing weapon 
capabilities and effects or planning battlefield 
manoeuvres; information management, which 
includes analyzing intelligence, surveillance and 
reconnaissance data and managing information and 
communication security; logistics, which includes 
assessing the operational effectiveness of people 
and equipment; and training of military personnel. 

Currently, a wide range of AI capabilities are 
already technically feasible and are employed in 
the military context — from ship maintenance 
(Africa Defense Forum 2023) to target recognition 
(Nurkin and Siegel 2023; Abraham 2024) — but 
many more are projected to be not only feasible 
but also desirable. This pertains, in particular, to 
enhanced ability for cross-domain, cross-service 
and cross-spectrum interoperability and data 
fusion (Grand-Clément 2023; Eversden 2020). 
Overall, while drawbacks, challenges and risks 
to using AI in the military domain have been 
highlighted and acknowledged,23 its further 
integration in the military domain continues. As 
such, the importance of data grows in parallel 
to the increased use and potential for use of 
AI in both upstream and downstream tasks.

Data in the Military 
Domain: Key Issues 
There are limitations to the use of data for AI 
capabilities. On the one hand, some of these 
limitations or challenges can be found in both 
the military and civilian domains, such as:

 → Real-time situation versus historical data: AI 
models will be trained with historical data (or 
data that has been synthetically created based 
on historical data). However, when a model is 
eventually used, the situation in the real world 
may no longer accurately reflect the data a 
model has been trained on, a condition called 
“distributional” or “prediction” drift (Schraagen 
2023).

 → Biased data sets: This issue is perhaps the 
most well-known and frequently discussed 
with regard to data for military AI. The risk that 
there can be biases within data sets is already 
acknowledged, notably in how gendered, racial, 
societal or other biases and discrimination that 

23 See, for example, Grand-Clément (2023), Puscas (2023) and Scharre 
(2019).  
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exist in the real world could be reflected in the 
data (for example, “all military personnel are men 
of a certain age,” or attributing more importance 
to the occurrence of a particular event than there 
is in reality). In the military domain, biased data 
sets could lead to faulty decision making, which 
could also cause violations of international 
humanitarian law (IHL).24 Such biases can be 
replicated by models that are trained with this 
data and eventually could exhibit these biases in 
their outputs (Chandler 2021; Bode 2024). 

 → Incorrect data: Data can be incorrect or falsified 
in various ways, beyond the issues of biases 
and inaccuracies in time described above. For 
example, it could have been unintentionally 
mislabelled; equally, it could have been 
intentionally poisoned or otherwise manipulated 
in order to induce a model into error. 

On the other hand, data in the military domain has 
certain particularities that sets it apart from the 
civilian one in certain respects. The following issues 
may also be relevant for non-military applications 
of AI, but they have particular nuances and 
variations that are specific to the military domain:

 → Data availability: Military operations usually 
involve working jointly with a range of 
stakeholders, which includes different services, 
other militaries and governments, as well as 
contracted private sector entities. This means 
that relevant data can be fragmented and owned 
across these different actors, who may transform 
and use the data in different ways, and with 
specific parties who may not want or be able to 
relinquish proprietary data. The data may have 
been processed following varying standards 
and, as a result, may pose issues not only with 
regard to interoperability but also to security. In 
fact, sensitive data may be classified and secured 
(for example, encrypted) in various ways, which 
can hamper the ability to use or even share such 
data between relevant stakeholders, whether 
for training purposes or real-world use (Lin-
Greenberg 2020). 

 → Amount of training data: Data specific to the 
military domain is more limited and more 
difficult to obtain. This issue is relevant both 
with regard to the sheer quantity of training data 

24 If the training data sets relied on past operations in another part of the 
world with different demographic realities, the system may erroneously 
associate certain ethnicities with combatant status. See Afina (n.d.).

and the lack of quality training data sets. Data 
sets that are too small can have an impact on 
the ability to train, test and use a model, which 
will likely be underfitted or  “too simple” due to 
the lack of training data. As such, the reliability 
of AI systems intended to undertake complex 
tasks (for example, decision support systems 
will need to factor in legal compliance and 
thus cannot be oversimplistic in light of IHL’s 
many nuances) will suffer, which, in turn, can 
have serious consequences for mission success 
and legal compliance. An AI model might, for 
example, be obliged to create more inferences, 
thus leaving more room for false or misguided 
interpretations. Actors within the military 
domain and beyond have examined avenues 
to mitigate this challenge, such as by using 
synthetic data. While this does offer benefits and 
can help broaden the availability of training data, 
it also comes with risks, such as not being able to 
sufficiently replicate the real world, or can even 
degrade the performance of an AI system (Deng 
2023). This example raises many issues that stem 
from the lack of quality of training data sets: vast 
amounts of training data would not be enough — 
they must also be of good quality and as well 
as having gone through the many data hygiene 
and security processes discussed earlier, they 
must also be adequate for the inherent issues the 
system is set to address. Quantities of training 
data from past operations in one location may 
come in handy, but will not be reflective of local 
contexts and realities for future operations in 
other places. For example, a computer vision 
program may be trained to classify individuals as 
combatants based on the bearing of arms, which 
may be accurate in certain regions but may be a 
local, cultural custom among civilians in other 
parts of the world. There are many reasons for 
insufficiencies in data, including struggles some 
armed forces face with the digitization of their 
historical records from past military operations 
and the sensitivity around this data. These issues 
both hamper the design and training of AI-
enabled capabilities and constitute an obstacle to 
their responsible development and subsequent 
deployment and use. 

It should also be noted that the risk is not equal 
to all types of models and all types of situations. 
For example, there may be a greater abundance of 
data, with limited biases (or possible impact of such 
biases) in certain areas — such as on predictive 
equipment maintenance or logistical routes — 
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versus others, such as calculation of civilian 
patterns of life or target identification. These 
issues also do not take into account other factors, 
such as the fact that the current data collection 
processes used by militaries may not be adapted 
for use by AI models (Svenmarck et al. 2018). 

In light of the high stakes involved, these issues and 
nuanced considerations must be included in data 
governance deliberations and discussions. Data 
governance constitutes a key and decisive element 
in enabling responsible AI in the military domain. 

Key Legal, Policy and 
Ethical Implications of 
Dual-Use Nature of Data
Data’s Dual-Use Nature
AI being a dual-use technology has been at the 
forefront of many discussions and debates. Yet 
there is also a need to examine the dual-use nature 
of data. Some data may concern civilians and 
civilian infrastructure and be used in a military 
context; equally, some data may be intended for 
civilian applications, but eventually be used for 
military purposes. This aspect of dual-use data 
is particularly salient in light of the blurring 
of the lines between the military and civilian 
domains, as well as in terms of the limitations 
in the amount of military data available. 

There are three main aspects to consider with 
regard to the use of dual-use data in military AI: 

 → The entities that develop, train and test the AI 
models for use in the military domain. These are 
predominently non-state actors, particularly 
industries. Therefore, a key question is whether 
these entities have sufficient access — both 
in terms of quantity and quality — to relevant 
military data to train the models, taking into 
account the issues on access and availability 
discussed above. 

 → The type of data being used to train the models 
(and whether it is pertinent) and, overall, the 
traceability of the data’s source(s), collection 
methods, motivations and parameters 

surrounding collection and processing practices, 
data hygiene processes, and so on. 

 → The type of data that is then fed into the models 
once operationalized. Questions to consider 
here are whether issues of data cleaning, 
data hygiene, data labelling and more are 
conducted — at all — given pressures of the 
operational environment (for example, the need 
to maintain a rapid pace), but also whether these 
aspects take into account dual-use data issues in 
an operational context.

“Civilian” data is not homogenous; there are 
different categories or subsets of such data. 
Three of these subsets come under consideration 
within this paper. The first is data that concerns 
civilian objects, is civilian in nature (or is not 
inherently military) and that is used in a military 
context — such as data on weather conditions, 
geographical data or data about civilian 
infrastructure. The second pertains to data on 
military personnel taken from a civilian data 
source — such as social media platforms. The 
third is personal data on civilians, taken from 
civilian sources (for example, the interception of 
Global System for Mobile Communications data). 

This approach to using dual-use data and its 
applications has been increasingly noted, in 
particular, in the context of certain recent and 
ongoing conflicts, as several examples demonstrate. 
In 2022, US company Clearview AI, which originally 
was used by law enforcement authorities in 
the United States, made headlines when it was 
reported to have provided Ukraine’s armed forces 
with facial recognition technology to identify the 
dead, as well as refugees and Russian military 
personnel. The system is reported to be trained on 
more than two billion images from a Russian social 
media platform, VKontakte, with some reports 
also suggesting that Meta has requested that 
Clearview AI stop taking its data.25 Additionally, 
the Ukrainian military, aided by civilian defence 
technology company Palantir, has used data posted 
on social media by Russian soldiers, and other 
open-source data, to identify targets (King 2024). 

Another recently reported use case of civilian data 
used to inform a target identification program 
involves Israel’s Lavender system, which allegedly 
uses data from Meta’s WhatsApp and other sources 

25 See Dave and Dastin (2022); see also Bhuiyan (2022), Hern (2022) and 
Meacham and Gak (2022).



11Bytes and Battles: Inclusion of Data Governance in Responsible Military AI

in the context of Israel’s military operation and 
attacks in Gaza (Arab News 2024).26 Meta has, 
however, denied the claims, specifically stating 
they have no information that these reports are 
accurate. Conversely, the Israel Defense Forces 
released a note in June 2024 on its use of data 
technologies in intelligence processing — including 
the Lavender system.27 The veracity and accuracy 
of both of these claims cannot be independently 
verified; it is, however, clear that as use cases of AI 
technologies in the military domain increasingly 
surface, public scrutiny over the use of civilian 
data to train these systems will only grow in 
magnitude, and clarity on the legal and ethical 
implications of such practices will be required. 
There is therefore a pressing need to tread carefully 
and ensure discussions are based on evidence and 
remain grounded to avoid risks from over-hype.

Overall, the underlying enabling structures 
and mechanisms — in this instance, data — of 
the civilian and military domains are closely 
intertwined. This blurring of lines between 
civilian applications and practices, on the 
one hand, and the military domain, on the 
other, subsequently introduces a host of 
legal, policy and ethical implications. 

Many of these stem from the complex, multi-
layered and multi-staged nature of data practices 
surrounding the development, training and 
testing of AI technologies. Challenges arise with 
regard to the assessment and verification of the 
training and testing of data sets’ quality, which, 
ultimately, will have an impact on the reliability 
and performance of the AI system in question. 
For example, the use of open-source data, or the 
purchase of proprietary commercial data, induces 
traceability and transparency issues, which 
stand in the way of verifying its quality; such 
practices also open up military actors to potential 
vulnerabilities (Goldfarb and Lindsay 2022). 

The inability to trace the sources of training 
data, in addition to the underlying motivations, 
collection methods, surrounding parameters and 
assumptions, as well as the context in which 
such data has been collected, all raise challenges 
with regard to legal compliance. For instance, 
left unaddressed, harmful biases present in 
commercial “civilian” data used to train military 

26 See also Middle East Monitor (2024).  

27 See Israel Defense Forces (2024).

applications can have serious consequences on 
implementing the rule of distinction. Perhaps one 
of the most prominent examples concerns the 
racial bias present in Google Vision Cloud, exposed 
by AlgorithmWatch in 2020 (Kayser-Bril 2020). 
The system would, essentially, label the image 
of a dark-skinned hand holding a temperature-
measuring “thermogun”  as that of a “gun,” while 
the same image with a fair-skined hand would 
be labelled as “electronic device.” If the same 
system was used to inform AI-enabled systems 
for target recognition, there is a high risk that 
it would misidentify dark-skinned civilians as 
directly participating in hostilities (and thus, as 
targetable) simply due to their skin colour. This 
example demonstrates not only the importance 
of identifying and addressing harmful biases in 
the training data sets underlying military AI but 
also the need for training data sets to be traceable, 
especially in light of the growing tendency to use 
civilian data to feed into military applications.  

Legal Implications and Issues
Beyond biases, a series of additional legal issues 
may arise from this “entanglement” of civilian data 
with the development, deployment and use of AI 
in the military domain. One of these questions 
pertains to the applicability (and subsequent 
application) of regulatory instruments primarily 
aimed at “civilian” applications, which, by nature, 
are of dual use and thus raise uncertainties as to 
how they should be applied. In the case of the 
GDPR, for example, and as discussed earlier, it is 
clear that the processing of data for security and 
defence purposes can exempt states from the 
obligations set forth in the regulation, provided it 
satisfies the tests of proportionality and necessity. 
Yet this exemption applies on an exceptional and 
case-by-case basis, which contrasts with the need 
for data en masse required to develop, train and 
test AI systems. In addition, in the case of the EU 
AI Act, its applicability and subsequent application 
are even more convoluted: while the latter generally 
aims to exclude security and defence from its scope, 
the act applies in situations where systems were 
originally designed for such applications but are 
temporarily used for civilian purposes (for example, 
for humanitarian relief). As such, the applicability 
of the EU AI Act on dual-use technologies is yet to 
be further examined and clarified — a particularly 
important task as the Brussels effect is being tested 
and non-EU states are looking into modelling 
their own regulatory instrument after the act.  
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Furthermore, the use of personal data of civilians 
also raises issues vis-à-vis compliance with 
international human rights law (IHRL), the violation 
of which places them at increased risk of undue 
harm by including this data in military data sets 
without the appropriate safeguarding measures 
and mechanisms in place. In fact, beyond the 
applicability of international humanitarian law in 
armed conflict, IHRL complements the latter, in 
addition to during peacetime. In 2021, the United 
Nations High Commissioner for Human Rights 
released a report on “the right to privacy in the 
digital age.” A section is dedicated to AI use in law 
enforcement, national security, criminal justice and 
border management — all applications that may 
equally be used in the military domain, especially 
in contexts where the armed forces are deployed 
to combat organized crime.28 The report presents a 
number of use cases where states are increasingly 
integrating AI systems for said applications, 
including as forecasting tools, biometric 
recognition, as well as “predictive biometrics,” 
that is, to allegedly decide whether someone is a 
security threat based on their deducted emotional 
and mental state (United Nations General Assembly 
2021, para. 22–28). These applications are all known 
to require vast amounts of data for training and 
functioning — often sensitive personal data such as 
criminal records, communications data and travel 
records. A number of human rights implications 
are then laid out in the report, including on the 
rights to privacy, to a fair trial, to freedom from 
arbitrary arrest and detention, and the right to 
life. The implications of AI on these rights are, 
in fact, increasingly and extensively scrutinized 
within the Human Rights Committee.29 

Finally, the use of civilian data to feed into military 
AI’s outputs raises questions with regard to the 
implementation of IHL’s rule of distinction. The 
latter essentially differentiates between lawful 
targets (that is, “combatants” and “military 
objectives”), and unlawful targets (that is, 
“civilians” and “civilian objects”). One long-lasting 
contentious point in international law is the case 
where civilians lose their protection from direct 
attack, that is, when they are engaging in “direct 
participation in hostilities.” The ICRC defines the 
direct participation in hostilities as when persons 

28 In Latin America, for example, states are increasingly deploying the 
military in their approach to combat organized crime. See Schenoni and 
Madrid (2024). 

29 See, for example, United Nations Human Rights Committee (2019, 2020). 

“carry out acts, which aim to support one party to 
the conflict by directly causing harm to another 
party, either directly inflicting death, injury or 
destruction, or by directly harming the enemy’s 
military operations or capacity” (ICRC 2009). In 
studies involving the conduct of cyber operations, 
a number of research efforts have been dedicated 
to examining how to interpret this already 
contentious status in the digital realm.30 In the 
context of the war in Ukraine, the government’s 
Diia app has been repurposed to allow users to 
report and inform the Ukrainian Armed Forces of 
movements of invading soldiers; however, it has 
been argued that the use of this app puts civilians 
at risk of losing their protection from attack, as 
they may be considered as directly participating in 
hostilities (Olejnik 2022). While these examples do 
not necessarily pertain to AI applications, the issues 
presented are very much relevant. If, for example, 
an AI system is used for intelligence collection to 
scan messages sent on social media platforms, to 
identify civilians directly participating in hostilities, 
the extent to which a civilian’s messages can 
“incriminate” them remains unclear. There is thus 
a need for established guidelines to safeguard due 
process and human rights, while also factoring in 
the present realities in warfare and the use of AI to 
enhance intelligence collection and processing. 

These issues, while non-exhaustive, are onerous 
enough already for the authors to establish that 
there is an urgent need for further research and 
efforts to address data practices to promote the 
responsible development, deployment and use 
of AI in the military domain. The time-sensitive 
nature of this task is further amplified by the 
growing tendency, or at least interest, from states 
to procure off-the-shelf capabilities.31 Concurrently, 
industries may feel more inclined to rapidly 
develop and commercialize these tools. For certain 
applications, this may very well be appropriate. 
Yet, in many cases, the sensitive nature of warfare, 
in addition to the need for the system to align to 
the procuring armed forces’ internal strategies, 
policies, decision-making habits and values, 
will require bespoke solutions. Their design, 
development and training will subsequently require 
data sets tailored to the client’s operational needs, 
parameters and military culture, as well as internal 
policies and strategies — all of which cannot be 

30 See, for example, Wallace, Reeves and Powell (2021). 

31 See, for example, UK Army (2023). 
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compromised in order to ensure the reliability, 
safety and security of the procured system.   

Lessons from Data Governance 
in Non-military Contexts 
for Military Applications: 
Opportunities and Challenges
Research and subsequent deliberation on data 
governance in the context of AI in the military 
domain remain in early stages, with much 
yet to unearth. However, as data governance 
efforts and thinking in non-military contexts 
are reaching remarkable levels of maturity, a 
number of opportunities for cross-pollination 
with the military domain should be considered. 
This includes both governance approaches and 
proposed solutions for operationalization, for 
example, through data hygiene practices, the 
translation of legal and ethical frameworks into 
technical requirements, as well as the conduct of 
red-teaming and adversarial exercises to stress test 
the model in question. Careful consideration ought 
to also be given to the highly sensitive and, more 
generally, the inherently different nature of military 
applications. The latter will require that careful 
consideration is infused into all data governance 
approaches and solutions for military applications. 

With regard to opportunities for cross-pollination, 
data governance approaches, efforts and even 
frameworks in the civilian space have reached the 
point where they can provide some insights and 
lessons for the military domain. Some best practices 
to ensure data hygiene can, for example, be 
drawn from the civilian sphere and applied in the 
military domain. This could be by ensuring human 
oversight on data collection and use to monitor 
and eventually, if need be, respond and address 
“inaccurate, unfair, or discriminatory results” as 
early as possible in the process (Houser and Bagby 
2024). In situations where there is insufficient 
training data, the military domain could also draw 
lessons from what is considered as a purpose-
driven approach to data collection, that is, “the 
production and availability of a sufficient amount of 
reliable and accurate…data that is suitable to be the 
‘experience’ with which a machine can be trained” 
(Cabitza, Campagner and Balsano 2020). In other 
words, this approach is ensuring that developers 
are mindful of the adage “garbage in, garbage out” 
(Kilkenny and Robinson 2018), and exercise caution 
to ensure the quality of the training data from the 
early collection stages. This approach ought to also 

be socialized, adopted and widely implemented 
in the military domain. Given the high stakes of 
military AI use, especially with regard to decision 
support systems, if they had been trained on 
“garbage,” there is a risk that the resulting garbage 
output is considered and accepted as proper and 
accurate advice, which may result in the violation 
of international law and ethical requirements. 

Another paradigm the military domain could learn 
from corresponds to that of law enforcement. 
There has been extensive research by international 
organizations in the context of promoting 
responsible AI innovation, deployment and 
use to support law enforcement agencies. In a 
recent study, for example, the Centre for Artificial 
Intelligence and Robotics at the United Nations 
Interregional Crime and Justice Research Institute, 
in partnership with Interpol, laid out four principles 
as part of their Responsible AI Innovation in Law 
Enforcement tool kit: lawfulness, minimization 
of harm, human autonomy and fairness (United 
Nations Interregional Crime and Justice Research 
Institute and Interpol 2024). The minimization of 
harm consists, among other things, of ensuring 
the accuracy of AI systems, which requires careful 
consideration for the origin and composition of the 
training data, both when procuring an AI system 
or developing it internally (ibid., 12). In addition, 
and as discussed above in the section “Data in 
the Military Domain: Key Issues,” there have been 
extensive discussions within the United Nations 
with regard to the human rights implications of 
developing, deploying and using AI technologies in 
law enforcement operations. Given the overlapping 
security considerations between law enforcement 
and the military domain, in addition to the trend, 
in certain regions, of increasing militarization of 
law enforcement operations, there is tremendous 
potential for cross-pollination and mutual 
learning to support responsible data practices.

Due to space limitations in this paper, the authors 
are not able to explore in further depth and detail 
the many other instances where the military 
domain could draw lessons from data governance 
approaches in non-military contexts. It is, however, 
important to note that while cross-pollination and 
mutual learning are important, it is also critical 
that analysts, policy makers and practitioners 
are mindful of the inherently sensitive nature of 
the military domain. This, subsequently, poses 
limitations on the ability to transcribe lessons 
and approaches from the civilian into the military 
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realm. One such example is that of “informed 
consent,” a process in the medical field whereby 
a health-care provider informs and educates the 
patient about a given procedure or intervention, 
including its risks, benefits and alternatives 
(Shah et al. 2023). In the same vein, governance 
efforts to foster data equity in the civilian space 
are seeking to adopt a similar approach.32 Yet in 
the military domain, while transparency lies at 
the heart of efforts and initiatives to promote 
responsible AI practices, it cannot be approached 
in the same manner as that of informed consent 
due to the sensitive nature of operations and data. 
This is just one of the many possible examples 
to illustrate the limitations stemming from the 
inherent differences between the civilian and 
the military spaces, which would merit further 
research in a subsequent study beyond this paper.

Possible Policy and 
Governance Approaches 
to Data Practices 
Surrounding Military AI
As shown throughout this paper, the question 
of data governance in the context of AI is critical 
and, to date, severely overlooked. It is therefore 
important to not only pay greater attention to 
this question, but also to consider the appropriate 
governance fora and pathways to enable progress 
in this space. These reflections must acknowledge 
and consider the complex, multi-layered and 
multi-levelled nature of data (that is, not all data 
is equal); the various possible uses of data across 
both military and non-military domains; and 
data’s respective governance parameters (that 
is, conditions under which it should or should 
not be included in governance discussions and 
frameworks on military AI). As such, a number 
of possible approaches for operationalization 
are emerging and subsequently presented in 
this section, some of which build upon the work 
that has already commenced within some of 
the already published national strategies and 
policies on data in defence and AI data in defence, 

32  See, for example, Winter and Davidson (2019).

as well as broader initiatives and frameworks 
not encompassed within these strategies.

Public-Private Collaboration 
and Cooperation
There is evidence of the benefits of enabling 
inclusive and meaningful multi-stakeholder 
cooperation to support and advance AI governance, 
including in security and defence.33 Held at the 
international, regional and national levels, such 
platforms can bridge the perspectives of public and 
private sectors across disciplines and geopolitical 
divides, and establish trust and, ultimately, a strong 
foundational basis for meaningful progress. These 
dialogues can, in fact, provide the space required 
to gather stakeholders, dissect the many building 
blocks of AI, and ultimately develop concrete policy 
recommendations and solutions to advance the 
responsible development, deployment and use of 
AI in the military domain. A dedicated space for 
governance discussions, information exchange, 
knowledge sharing (spanning disciplines — from 
reaching the technical to the legal and ethical 
communities) and deliberations in data governance 
corresponds to one of these key building blocks.  

Multi-stakeholder discussions and public-private 
partnerships will be critical to the development, 
adoption and implementation of data governance 
solutions for responsible AI in the military domain. 
The issue of data and its use in AI systems is one 
that encompasses both the public and private 
sectors; therefore, both sides of the spectrum will 
need to work together. As such, a clear distribution 
of roles and responsibilities between the different 
actors and across the life cycle of the technologies 
would therefore also be beneficial. As public and 
private actors reflect on their role and respective 
mandates in the wider AI policy landscape, they 
must acknowledge that states ultimately maintain 
certain sovereign prerogatives that are exclusive 
to them, while the private sector and civil society 
organizations maintain a level of flexibility and 
agility that states may not always have (Afina 2023). 
It is, however, important to note that how these 
actors interact, the level of interdependencies 

33 The UNIDIR’s RAISE is one example of such initiatives. In partnership 
with Microsoft, RAISE brings together track-two voices across sectors 
and across geopolitical divides to issue policy recommendations and 
implement governance solutions. Members include, but are not limited 
to, representatives from industry, the research community, civil society 
organizations, academia and international organizations from China, 
Ecuador, France, India, Mauritius, Namibia, Poland, Russia, the United 
Kingdom and the United States. 
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and the potential hierarchies vary, often to a 
great degree, depending on states’ policies, legal 
traditions and other factors such as socio-cultural 
approaches. Acknowledging this varying landscape, 
the authors do not wish to suggest that one 
model works better than others, although more 
discussions as to how multi-stakeholder and cross-
sectoral engagement can be done in an effective 
manner would indeed be useful. The following 
constitutes suggested roles and responsibilities 
that are neither restrictive nor mutually exclusive:  

 → International organizations can help provide 
a neutral, independent platform for the 
development and eventual adoption of high-
level norms, principles and standards at the 
international level. Subject to their respective 
mandate, regional organizations can play a 
critical role in providing a more contextualized 
and adapted platform for more granular 
deliberations and the eventual development, 
adoption and implementation of norms and 
principles surrounding data governance. Both 
international and regional organizations can play 
a critical role, through collaboration, in building 
the capacity of state and non-state stakeholders 
with regard to fostering data practices to support 
responsible AI in the military domain. 

 → States would maintain their sovereign 
prerogative of norm setting and policy making 
and develop oversight and verification 
mechanisms to assist with the enforcement and 
implementation of policies and regulations. In 
this sense, it would be useful for each state to 
dissect the specific roles and responsibilities 
each agency can play. Armed forces can, for 
example, help translate policies, norms and 
regulations into rules of engagement, while 
regulators (for example, for privacy) and 
ministries of justice can, for example, shed 
clarity on the applicability and application of 
frameworks dedicated to civilian applications to 
the military domain (for example, the EU AI Act). 
In certain cases, such regulators and agencies 
may be at the supranational level (for example, 
within the European Union, this would be the 
European AI Office). Under all circumstances, 
cross-agency cooperation and coordination will 
be important, for which capacity will be key.

 → Much, if not most, of today’s technological 
innovation is driven and led by the private 
sector. In addition to the increasingly dual-
use nature of many, if not most, technologies, 

both major industries and small and medium 
enterprises play a critical role in supporting 
governmental entities, including to inform with 
technical expertise and solutions; public-private 
partnerships will also be key in the execution 
and operationalization of many of the norms 
and principles for the responsible development, 
deployment and use of AI in the military 
domain. 

 → In light of AI’s widespread deployment and 
the blurred lines between the civilian and 
military realms with regard to data practices, 
the effects and implications on civilians, and 
their perspectives, cannot be overlooked. Civil 
society organizations, due to their proximity to 
civilians, will play a critical role in maintaining 
public oversight on the development and 
implementation of governance solutions, and 
uphold human rights norms. In addition, civil 
society organizations play a critical role in aiding 
with the implementation and operationalization 
of norms directly, which will be critical, 
especially in times of conflict when civilians are 
most vulnerable. 

This mapping will ultimately contribute to 
efforts to maintain levels of traceability over 
the data throughout its life cycle.34 Key points 
of consideration to help establish the data’s 
traceability include:

 → Where does the data come from?

 → Who has collected the data?

 → Why did they collect the data?

 → What are the methods and parameters used to 
collect the data? 

 → Has the data been processed in any way? If so, 
how, why and by whom?

 → What data hygiene practices has the data gone 
through? By whom and how?

 → How has the data been stored?

 → Has the data been sold and, if so, under what 
terms and conditions has the transaction been 
agreed on and by whom?

34 The concept of data “traceability” is an approach that is increasingly 
explored, across disciplines, for quality assurance, for building trust and 
for maintaining accountability and responsibility over data practices. See, 
for example, Beckers et al. (2016), Lee (2019) and Olaya et al. (2023).  
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 → Will the data be sold elsewhere and to other 
users?

 → What jurisdiction(s) and, subsequently, laws and 
regulations apply to the data? 

 → Who holds ownership or intellectual property 
rights over the data?

 → Has the data been used to train AI models? If so, 
how and why? 

Yet, for public-private partnerships to work, there 
is a need for deeper reflections on how to ensure 
their effectiveness. There is also a need to further 
reflect on incentivization, which ultimately consists 
of a two-fold effort: one, how to incentivize non-
state entities, that is, industries, civil society 
organizations and academia to partner and work 
with states toward implementing responsible 
data practices; and two, how to incentivize 
states to engage with, and involve, to a certain 
extent, non-state entities in governance efforts, 
cognizant of national realities, the local policy 
and economic context, laws and regulations. 

Creation of Standards 
and Procedures
The implementation of standards and procedures 
is a means through which soft law, complementing 
hard laws and regulations, can ensure that 
governance practices are implementable and 
provide a pathway to ensuring good practice and 
compliance. Several avenues could be explored:

 → Transparency standards and guidelines could 
be promoted with regard to the data and its 
transformation. This would serve to ensure that 
data, its parameters and assumptions are made 
available to the different actors involved in the 
life cycle of AI systems and its various elements. 
This could include transparency around why 
the data has been collected, where the data 
has come from, who has transformed it and 
how. It could also serve to provide standards or 
guidelines in terms of how to collect, transform, 
analyze and dispose of data. 

 → Agreements on data exchange practices would 
need to be put in place between the different 
entities involved across the life cycle of AI data. 
This would involve intragovernmental entities, 
including within the defence department 
or ministry and at the interministerial level, 
as well as external entities, namely, private 

companies. This would notably require guidance 
or standards as to what should be expected or 
agreed upon in service contracts between public 
and private entities. For example, ensuring 
that data does not become “locked in” with a 
particular entity or service. In addition, what 
these practices mean for existing cross-border 
data practices and frameworks, especially in the 
intelligence and law enforcement realms, will 
need to be further unpacked.

 → Testing procedures, evaluation metrics and 
benchmarks could be established to improve 
data practices. For example, data, at different 
stages of its life cycle, could be subject to red-
teaming or targeted review, to ensure that it 
meets the necessary standards. Sandboxing, or 
the testing in a secure, isolated environment, 
can also be a way of assessing different data sets, 
and could be established as a standard practice. 

 → Clear roles and responsibilities for those owning 
and involved and working closely with data, 
including AI data, are important to determine 
accountability and to ensure that there is 
compliance with data governance principles. 
At the national level, this could, for example, 
include the position of a chief AI data officer. 
Ideally, this position would be able to work 
closely with colleagues working on data and 
digital technologies in the defence department 
or ministry as well as across government. 
However, given that such sources can be shared 
or merged, including beyond national entities, 
there is also a question of how to ensure 
responsibility and ownership in cases where 
data is shared with and used by multiple states 
or data is shared with and used by non-state 
entities for military purposes (for example, 
private military companies or other non-state 
armed groups). 

While the creation of standards is important, 
ensuring contextualization of standards and 
procedures is also crucial (Afina 2024). Beyond 
the need for international frameworks and 
standards, an application of regional and local 
contexts and nuances must also be taken into 
account. This can mirror ways in which certain 
disarmament frameworks have been set up, in 
that there is an overarching global framework, 
which is then applied regionally to ensure 
that the framework responds to issues that 
are most relevant to each region. In the case of 
data governance, regional and local contexts 
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should be taken into account and structural 
issues, such as differences in data availability, 
or data localization, should be considered.  

Information Sharing
Information sharing can foster collaboration and 
cooperation, as well as being fostered by them. 
A platform through which best practices and 
relevant information surrounding data practices 
for AI in the military domain can be shared at 
various levels — including among the technical 
community and representatives at the policy level, 
as well as in track 1.5 and track two settings — 
could help achieve this. National sensitivities and 
regional contexts would need to be managed or 
at least factored in, but this type of exchange can 
be particularly useful in a context where there is 
limited expertise and the need to ensure capacity 
building. More generally, information sharing is 
a key pillar to confidence and trust building — 
and as such must be facilitated through neutral 
platforms (for example, within the UN ecosystem). 

Information shared and lessons learned could, 
for example, encompass the following aspects:

 → how to ensure that data governance principles 
are embedded in contracts with external 
suppliers; 

 → structures that have been created or would be 
necessary to uphold data governance; and

 → research studies on the development of 
appropriate AI data governance policy 
instruments in the military domain. 

Data Equity
As discussed above, responsible AI is currently 
at the core of many of the discussions on the use 
of AI in the military domain. Yet responsible AI 
should also be synonymous with responsible 
data practices. In this context, it is important to 
consider issues of data equity in terms of how data 
is collected and processed and, more generally, 
the data processes surrounding AI innovation and 
use. A salient example illustrating the importance 
of data equity is the data labelling outsourcing 
by OpenAI to help build ChatGPT. There have 
been reports that OpenAI contracted Kenyan 
workers to label harmful content, including 
content featuring sexual abuse, hate speech and 
violence. These tasks are key to enabling safe 
and secure use of ChatGPT, but the working 

conditions were precarious, and workers received 
little mental health support and were underpaid 
(Perrigo 2023). As studies on data equity — and 
the implications of rapid AI development and 
deployment — emerge, any efforts to promote 
responsible AI in the military domain ought 
to factor in equity considerations and consult 
closely with state and non-state stakeholders.35  

Research Gaps
Several pathways for consideration and 
operationalization are discussed in the sections 
above but data governance for responsible AI 
remains, overall, severely under-researched 
and under-resourced. Specific research could be 
carried out on several key aspects, namely:

 → The applicability and application of existing AI 
governance and data governance structures, 
such as the GDPR or EU AI Act, to AI data 
governance in the military domain: This research 
could focus on creating an overview of good 
practices that are applicable in the military 
domain, such as inclusion of a provision on 
data governance in procurement contracts, 
and specifics on the distribution of roles and 
responsibility. This research could also clarify the 
applicability of these laws and regulations on 
dual-use technologies, especially in the spirit of 
demystifying the absolute exclusion of military 
applications from these frameworks. 

 → Consideration of complementary technologies 
for data governance: Further studies would 
benefit this space as to how certain technologies 
leveraged in the civilian sphere, such as PETs, 
federated learning and blockchain technologies, 
can not only promote privacy in data trading 
processes but also be used as a means of tracing 
the source and transfer history of the traded data 
(Afina and Persi Paoli 2024).36  

 → Translation of ethical and legal considerations, 
such as accountability, transparency, 
explainability or corporate responsibility, into 
actionable technical requirements throughout 
the life cycle of data: This is particularly relevant 
to data collection and data hygiene. This should 
be achieved in conjunction with discussions on 

35 See, for example, Stonier et al. (2023).

36 On PETs and federated learning, see, for example, Shteyn, Kollnig and 
Inverarity (2023) and Inverarity (2023).
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responsible AI more broadly and is a topic for 
consideration by military legal advisers as well.   

 → An exploration of the possible application 
pathways and impact military AI data 
governance could have on the efficiency and 
efficacy of military applications more generally, 
and military action in the context of a military 
operation: It would be relevant and timely 
to explore the differences in application of 
military AI governance in the context of non-
combat military applications versus combat 
applications, and also whether and how data 
governance can be maintained in the context of 
a military operation where timeliness of action, 
a core imperative, may compete with the need to 
comply with AI data governance principles.

Conclusion 
Data is at the core of AI. At the same time, as 
increasing amounts of data are collected through 
innumerable sensors and collection methods,  
AI is becoming essential to help make sense of  
these masses of “raw material.” In this  
co-dependent relationship, poor-quality data will 
result in poor-quality outcomes — or “garbage 
in, garbage out.” In the context of the military, 
given the breadth of areas where AI is and could 
be used, this could have a series of consequences, 
ranging from harmless to disastrous, depending 
on where AI is applied and to what end. 

As such, ensuring the quality of the data 
is important — as is ensuring its access, 
understanding how it may have been transformed 
and being aware of the possible implications, 
namely, legal and ethical, of such data. This is of 
particular importance given the inherent dual-
use nature of data used in the military domain, 
and the questions the use of such data pose 
with regard to civilian data governance but also 
international law, namely, IHL and IHRL. 

In light of the benefits that AI could afford military 
organizations, it has become an increasingly 
central component referenced within military 
strategies, postures and national and regional 
security policies. Yet it is acknowledged that 
the misuse of such a technology, as well as its 
irresponsible development, deployment and use, 

could lead to (severely) harmful consequences. 
As such, multiple initiatives have sprung up with 
the aim of operationalizing responsible AI in the 
military domain, such as REAIM and the Political 
Declaration on Responsible Military Use of Artificial 
Intelligence and Autonomy led by the United States. 

To date, discussions have been very focused on 
AI systems themselves, and the issues pervasive 
to these systems — such as predictability, 
understandability and explainability of AI. 
However, these discussions should be broadened 
and should include the question of data and its 
governance. Discussions on responsible AI should 
encompass those of “responsible AI data”; this 
element is essential to achieving responsible AI in 
the military domain more broadly. States should 
consider the importance of a multi-stakeholder 
dialogue, since both AI systems and, to an even 
greater extent, the data enabling these systems 
encompass a wide range of actors. Moreover, 
questions of responsible AI and governance of 
AI data are not restricted to the military domain; 
expanding these conversations and learning from 
what has been achieved in the wider security and 
defence context (for example, in the context of law 
enforcement, counter-piracy and counterterrorism 
efforts, border security, national security and 
surveillance), as well as cross-pollination with 
the civilian domain will provide a helpful 
foundation from which to build from to achieve 
responsible AI — one that takes into account all 
the elements that form and enable an AI system.
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