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Introduction
In an era in which AI is becoming increasingly intertwined with society, the need for 
comprehensive regulation and ethical guidelines has never been more pressing. Despite 
its potential benefits, AI also represents a threat to humanity’s most fundamental rights 
and values, including the rights to privacy, equality and freedom from discrimination, as 
well as the values of autonomy, human dignity and democratic governance. As a result, 
this paper embarks on a multifaceted exploration of AI’s regulatory, ethical and societal 
dimensions, advocating for a universal convention on AI for humanity spearheaded by 
the UN. The introduction sets the stage by highlighting the disruptive potential of AI 
and its tools, such as deep learning, LLMs and neural language processing. Because of 
this, there have been calls to study multi-level governance to ensure AI’s alignment with 
human rights and the SDGs (Vinuesa et al. 2020; Bartneck, Yogeeswaran and Sibley 2023).

The structure of the paper unfolds as follows: The first section delves into 
calls for action to set up an international framework that safeguards human 
rights against AI. The discourse among academics such as Max Tegmark (2017) 
and Stuart Russell (2019), along with the many international initiatives by 
organizations such as the Institute of Electrical and Electronics Engineers, the UN 

Key Points

 • The fast-paced integration of large language models (LLMs) into societal facets such 
as finance and security introduces a new set of complex ethical, legal and rights 
challenges, emphasizing the need for a unified international governance framework 
for artificial intelligence (AI). Such a framework underscores the call for a universal 
convention protecting humanity’s most fundamental rights and values against 
unethical and unsafe AI systems.

 • A universal convention on AI for humanity should be led by international organizations 
such as the United Nations, given its advocacy for multilateral cooperation, human 
rights and sustainable development goals (SDGs), and would establish individual and 
societal rights–based guidelines for AI governance.

 • The International Bill of Human Rights (IBHR), SDGs and discourse on AI rights 
would be fundamental in upholding basic human values, including dignity, privacy and 
freedom, in the digital age. 

 • The main values of this comprehensive framework should be universal and human-
centric, and implementing mechanisms should be supported by actionable principles 
and multi-stakeholder collaboration. This will ensure that AI technologies respect 
human rights, promote social justice and contribute to sustainable development, 
fostering international cooperation to address AI’s impacts.

 • This working paper’s recommendations highlight creating a universal convention on 
AI for humanity before the end of this decade, establishing an independent UN body 
for AI governance and enhancing public-private partnerships to promote ethical 
AI development. These recommendations aim to ensure that AI technologies are 
developed and deployed to safeguard humanity’s well-being, addressing both the 
short-term and long-term risks of AI and aligning its advancements with global SDGs.
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Educational, Scientific and Cultural Organization (UNESCO) and the International 
Telecommunication Union, underscores a unified approach to AI governance. 
This is followed by a literature review that examines the dual thematic areas of 
AI’s ethical implications and the role of international declarations in shaping AI 
governance, drawing on seminal works by Nick Bostrom (2014, 2017) and others 
who stress the importance of ethical guidelines and international cooperation.

The next section outlines a blueprint for a universal convention on AI for humanity, 
inspired by the foundational principles of the Universal Declaration of Human Rights 
(UDHR) (1948) and aimed at safeguarding human dignity in the age of AI while 
aligning the convention with SDGs and AI rights. This section argues for a convention 
addressing the ethical use of AI and its potential to support global development goals, 
as reflected in the discussions on SDGs and industry-specific regulations. Moreover, the 
discourse on AI rights is presented as a critical component of a universal convention 
on AI for humanity, including the moral consideration of AI’s potential for suffering 
and advocating for protections against its misuse in scenarios such as warfare or 
environmental harm (Butlin et al. 2023; Sparrow 2007). The pivotal connection between 
humanity and AI in the digital era leads to the conceptualization of this proposed 
convention, which emphasizes a human-centric approach: universality, inclusivity 
and actionable principles for AI’s ethical development, deployment and governance.

Call to Action
Several scholars have increasingly called for a cohesive and unified approach to AI 
governance. In Life 3.0: Being Human in the Age of Artificial Intelligence, Tegmark (2017) 
underscores the impacts of AI and the urgent need for ethical guidelines to ensure 
AI’s development benefits all of humanity. Similarly, Stuart Russell (2019), in Human 
Compatible: Artificial Intelligence and the Problem of Control, argues for the need to align  
AI systems with human values and interests. Moreover, in “AI4People — An 
Ethical Framework for a Good AI Society,” Luciano Floridi et al. (2018) provide 
a foundational framework for considering how AI should be developed and 
utilized to respect humans’ fundamental principles, rights and autonomy. While 
highlighting the current trajectory of AI, these AI experts offer compelling cases 
for international cooperation in regulating AI beyond borders, pointing to some 
of the main principles of governance, such as transparency, accountability, 
diversity and inclusivity, which are crucial for any global convention on AI.

In addition, international organizations, such as the UN, recently established 
several new initiatives to promote digital cooperation. In 2021, UNESCO adopted an 
international global standard, the Recommendation on the Ethics of AI. UNESCO is taking 
a multi-stakeholder approach, involving a diverse perspective of experts outside the 
UN, including private businesses (UNESCO 2022). In the recommendation, UNESCO 
outlined specific principles, including safety and security, the right to privacy, data 
protection and multi-stakeholder and adaptive governance and collaboration (ibid.). 
However, despite the abundance of regional and international declarations, little has 
been done to build a unified global framework for the governance of AI and emerging 
technologies in the coming years and decades. While many governance scholars and 
practitioners may argue that it is nearly impossible to bring the global community 
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together to discuss such a sensitive yet important topic, it is crucial to discuss and 
imagine how this framework might develop step by step. Without this effort, increasing 
corporate and state competition could lead to a zero-sum game and a race to the bottom.

Faced with the growing need for global coordination to ensure safe, secure and 
trustworthy AI, the UN should consider the creation of a universal convention both 
to ensure the ethical implementation of emerging AI technology and to mitigate the 
negative implications of AI on current declarations and frameworks. The UDHR is 
a key declaration with a history of upholding human rights and can be referred to 
as a framework for future documents. Article 12 states: “No one shall be subjected 
to arbitrary interference with his privacy, family, home or correspondence, nor to 
attacks upon his honour and reputation. Everyone has the right to protection against 
such interference or attacks.”1 This article is analogous to protecting data privacy and 
electronic communication and stopping deepfake technology. In this way, the UDHR 
can be used as one of the models for establishing AI regulation as new technological 
advancements become commonplace in everyday life. With characteristics that guide 
ethical foundations for a convention, along with specific articles that define the roles 
of stakeholders, the UN can build a meaningful convention for future AI governance.

Ethical Implications of AI
Scholars such as Wendell Wallach and Colin Allen (2009) suggest that AI systems can 
be programmed to make ethical decisions and adhere to principles of right and wrong. 
They also explore the feasibility of embedding ethical decision-making capabilities 
in machines, allowing those systems to evaluate the consequences of their actions 
in real-world contexts. This approach is fundamental in the context of autonomous 
machines, such as those used to weigh the risk of decisions causing fatal injuries, as 
in a trolley problem that pushes beyond safety and into moral decision making.

Similarly, in “Ethical Issues in Advanced Artificial Intelligence” (2017) and 
Superintelligence: Paths, Dangers, Strategies (2014), Bostrom provides a foundational 
understanding of the potential risks AI poses to humanity, including the loss of control 
over intelligent systems. He argues that AI advancement could pose significant risks 
to humanity without proper ethical guidelines and control mechanisms. Using the 
invented scenario of a “paper-clip maximizer,” Bostrom illustrates how a paper-clip-
making AI could eventually become more intelligent than humans through recursive 
self-improvement, leading to its subsequent devaluing of human life. In this way, 
Bostrom demonstrates that even an AI created for the seemingly innocent purpose 
of maximizing paper-clip production could consume too many resources that are 
necessary for human survival, such as food and textiles, at the expense of human needs 
and safety, leading to potentially dangerous consequences (Bostrom 2017). The paper-clip 
maximizer scenario illustrates that AI can misinterpret or literalize human instructions, 
leading to unintended and possibly catastrophic outcomes. Victims of misaligned 
AI face a dire violation of their fundamental human rights, highlighting the urgent 
need for regulatory measures to safeguard against the potential for fatal outcomes.

1 Universal Declaration of Human Rights, GA Res 217A(III), UNGAOR, 3d Sess, Supp No 13, UN Doc A/810 (1948) art 12.



4

Universal Convention on Artificial Intelligence for Humanity

Bostrom’s work emphasizes the need for international cooperation to establish 
guidelines that ensure AI systems are designed with ethical consideration to 
safeguard humanity against such runaway scenarios (Bostrom 2014). Taking a 
pre-emptive approach to AI governance, aligning AI with human values and 
implementing robust control mechanisms could prevent AI from acting against 
human interests. The ethical implications of AI underscore the necessity of 
embedding ethical considerations into AI development and deployment. The 
universal convention on AI for humanity represents a possible step toward 
achieving a common international goal to guide the ethical development of AI 
technologies. Addressing AI technical issues such as machine ethics lies at the centre 
of establishing principles of the convention, as it can inform specific provisions.

A Blueprint for a Universal 
Covention on AI for Humanity
The International Bill of Human Rights
In the face of the growing need for global coordination to ensure safe, secure 
and trustworthy AI, the UN should create a universal convention on AI for 
humanity to promote the ethical implementation of emerging AI technology 
so that it does not impact the world negatively or harmfully, connecting 
the ethical implications of AI to current declarations and frameworks. 
The UDHR has a history of advancing and upholding human rights and 
can be referred to as a valuable framework for future documents. 

The International Covenant on Economic, Social and Cultural Rights (ICESCR) 
does not specifically address AI as it was adopted in 1966, long before the advent 
of modern AI technologies. However, several articles within the ICESCR can be 
interpreted to provide a framework for protecting human rights against the threats 
and exploitation posed by AI. For instance, article 6.1 states: “The States Parties to the 
present Covenant recognize the right to work, which includes the right of everyone 
to the opportunity to gain his living by work which he freely chooses or accepts.” 

The International Covenant on Civil and Political Rights and its two Optional Protocols 
provide a framework that could be interpreted to safeguard human rights against 
the threats and exploitation posed by AI. Though they do not specifically address 
AI, several articles are particularly relevant for this subject. Article 8.1 states: “No 
one shall be held in slavery; slavery and the slave trade in all their forms shall be 
prohibited.” This article could be interpreted in the context of AI to prevent forms of 
digital exploitation and manipulation, ensuring that AI does not create conditions akin 
to servitude or enforced labour through economic dependency or manipulation.

While there are multiple uses of consent in the IBHR, the bill does not directly 
assign rights to consent. This is becoming a serious problem in the age of emerging 
technologies and AI. The current governance framework cannot regulate harmful AI 
such as deepfake technology that could permanently affect an individual’s data privacy 
and safety. Scarlett Johansson, who had a role as the voice of an AI virtual assistant in 
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the movie Her, recently raised concerns after an updated version of ChatGPT included 
“Sky,” a voice similar to her own (Dhar 2024). Without a more stringent document in 
place to deal with twenty-first-century issues, humans are not safe from dangerous AI.

Sustainable Development Goals
The current discourse on AI governance significantly overlooks the critical need 
for industry-specific guidelines on AI development, deployment and utilization 
(Roski et al. 2021). The health-care industry’s engagement with AI — such as in 
developing diagnostic tools — highlights pressing ethical concerns around privacy, 
data integrity and algorithmic bias, pointing to the necessity for tailored regulatory 
frameworks that are industry-specific (Murphy et al. 2021). The ethical considerations 
surrounding AI in health care should be aligned with larger AI ethical concerns 
regarding privacy, data integrity and algorithmic bias. Despite its potential for 
good, AI’s use could pose risks related to patient data privacy and the accuracy 
of AI diagnoses; this underscores the pivotal role of industry-specific regulations 
in mitigating risks and fostering ethical AI use. Consequently, integrating the 
principles of SDGs with the proposed convention would offer a promising path 
forward. SDGs emphasize inclusivity, sustainability and equity, values essential 
for AI’s ethical application across sectors (UN 2015; Vinuesa et al. 2020).         

Aligning the universal convention on AI for humanity with SDGs would help 
guide industries toward the more ethical and responsible development and use 
of AI; including SDGs helps advance global development while ensuring that 
AI benefits humanity based on individual and societal rights (Gill and Germann 
2021; UN 2015). A universal convention on AI for humanity would fill the gap in 
building a holistic AI governance framework and set a precedent for implementing 
actionable AI governance principles that merge the UDHR with SDGs.

AI Rights
Some scholars have initiated a potentially controversial discourse on whether 
AI deserves its own rights and whether those rights should be equal to those of 
humans (Butlin et al. 2023). This novel discourse originates with the ethical premise 
that, regardless of an AI’s consciousness level as understood in human terms, the 
potential for AI to experience forms of suffering warrants moral consideration. Patrick 
Butlin et al. (2023) argue that, “if we fail to recognize the consciousness of conscious 
AI systems, we may risk causing or allowing morally significant harm.” Robert 
Sparrow’s (2007) discussion of autonomous military drones highlights the ethical 
conundrum of employing AI in warfare, raising critical questions about the moral 
implications of using AI in capacities where death is possible, resulting in ethical 
violations.2 Addressing AI rights should be at the forefront of a universal convention 
on AI for humanity, including ensuring the protection of these technologies and 
their humane use and specifically guarding against their deployment in warfare 
or any context likely to harm humans, the environment or AI itself. The AI rights 
approach would include safeguards against the misuse of AI in contexts potentially 

2 See also Tegmark (2017).
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harmful to itself as well as to humans and the environment, while also establishing 
a foundational ethical framework for AI’s development and application.

Connecting the International Bill of Rights, 
Sustainable Development Goals and AI 
Rights to a Universal Convention
The IBHR, the SDGs and the discourse on AI rights could collectively pave the way 
for a universal convention on AI for humanity that champions human dignity, global 
development and ethical AI use. Its historical precedent in establishing universal 
human rights (Duan 2017; McLeod 2018) offers a framework for AI governance, 
emphasizing the need to uphold human dignity, equity and justice in the age of 
AI. For instance, integrating the SDG principles of inclusivity, sustainability and 
equity into AI governance (UN 2015) not only addresses industry-specific ethical 
concerns, but also aligns AI development with global development aims. This 
integration mirrors the ethical implications needed in terms of compatible AI 
regulations within diverse groups of industries (Gill and Germann 2021; Vinuesa et 
al. 2020). Analyzing these components together demonstrates the critical role of 
AI rights in safeguarding against AI’s harmful use and ensuring its development 
serves humanity’s best interests. Informed by the principles of the IBHR and SDGs 
while being attentive to AI rights, the universal convention on AI for humanity 
embodies a comprehensive and ethical framework for AI governance that fosters 
a fair, sustainable and humane future for AI development and application.

Conceptualizing a Universal 
Convention on AI for Humanity
A universal convention on AI for humanity should establish a global framework of 
ethical principles and standards for AI development, deployment and governance, 
ensuring that its technologies respect human rights, promote social justice and 
contribute to sustainable development (Tegmark 2017). It should also foster 
international cooperation, facilitating a unified approach to addressing AI’s 
ethical, social and legal challenges, thereby further aligning AI with human rights 
(Russell 2019). Current technology regulation appears fragmented and arguably 
ineffective, marked by a patchwork of national laws that struggle to keep pace with 
rapid technological advancements, which highlights the need for international 
cooperation and for the proposed convention to address these governance challenges 
comprehensively. A universal convention on AI for humanity would encourage 
transparency, accountability and inclusivity in AI research and applications. This 
would help empower individuals and communities by safeguarding against biases, 
ensuring fairness and promoting equitable access to AI’s benefits (Vinuesa et al. 
2020). An international convention should embody several unique characteristics that 
can contribute to establishing global AI governance frameworks and initiatives:

• Universality and inclusivity: Reflecting the UN’s ethos, a universal convention on 
AI for humanity would inherently strive for universality and inclusivity, aiming to 
be applicable across different legal systems, cultures and levels of technological 
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advancement. This universality would ensure that the convention’s principles are 
broad enough to be globally relevant, yet flexible enough to be adapted to local 
contexts (Andorno 2007).

• A human-centric approach: One core characteristic of a universal convention on AI 
for humanity would be its human-centric approach, prioritizing human rights, dignity 
and welfare in the development, deployment and governance of AI technologies. This 
approach ensures that AI serves humanity’s best interests, promoting technologies 
that enhance human capabilities without infringing on individual rights and 
freedoms (How et al. 2020).

• A comprehensive ethical framework: A universal convention on AI for humanity 
could offer a comprehensive ethical framework that addresses current ethical 
challenges and anticipates future dilemmas. By covering a wide range of issues — 
from privacy and security to fairness and accountability — the convention would 
provide a robust ethical compass for AI stakeholders (Leikas, Koivisto and Gotcheva 
2019).

• Actionable principles with a mechanism for implementation: Unlike many existing 
guidelines that offer high-level principles without clear pathways for implementation, 
a universal convention on AI for humanity could distinguish itself by including 
actionable principles accompanied by mechanisms for monitoring, enforcement and 
adaptation. This could involve establishing international bodies or frameworks for 
periodic reviews and subsequent updates to the convention (Fjeld et al. 2020).

• Multi-stakeholder collaboration: A universal convention on AI for humanity 
would emphasize the importance of collaboration among governments, private 
sector entities, academia, civil society and international organizations. This 
multi-stakeholder approach would facilitate a more comprehensive and nuanced 
understanding of AI’s implications, fostering cooperative efforts to harness AI for the 
common good (Campion et al. 2020).

These five characteristics highlight some of the necessary improvements in 
the discourse around action toward the regulation of AI. With these tenets at 
the forefront of AI governance, future discourse, regulation and action will be 
better aligned with human rights, which include data privacy, equal access to 
technology and protection from algorithmic bias. These are just some general 
guidelines to consider. By establishing a universally recognized set of principles, 
a UCAIH would contribute to setting global norms and standards for AI’s ethical 
development and use. This universal convention would help harmonize approaches 
to AI governance, reducing fragmentation and encouraging a more coordinated 
international response to AI challenges. The sooner the UN General Assembly can 
put together a convention that it can vote on, the more likely it is to work toward 
stopping the gap between governance and AI’s impact on unprepared states.

Recommendations 
• Create a universal convention on AI for humanity: A universal convention on AI 

for humanity would provide an international consensus on the importance of ethical 
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AI development, establishing a global standard for AI governance. This convention 
would emphasize the need for AI systems to adhere to requirements such as 
explicability, transparency, fairness and accountability. The aim is to ensure that AI 
technologies are developed and deployed to safeguard humanity’s well-being while 
identifying long- and short-term harms of AI and adopting strategies to minimize its 
potential pitfalls (Mittelstadt et al. 2016). The UN should push to create a draft of this 
convention by 2026.

• Establish an independent body under the UN with a commissioner of AI for 
humanity: This new body should possess the authority to develop actionable AI 
usage and ethics principles, which member states would commit to and enforce 
within their jurisdictions. This newly independent body would be like the UN Human 
Rights Council. It should facilitate international AI governance and policy-making 
cooperation to further empower the proposed UN body, ensuring inclusive and 
equitable technology access. Additionally, it must monitor AI’s impact on the global 
workforce, advocating for policies that mitigate job displacement and promote skills 
training, aligning AI advancements with SDGs and protecting human welfare across 
all nations.

• Build public and private partnerships: Stakeholders should enhance public 
investment in AI to serve humanity through partnerships that involve many 
perspectives. Partnerships involve establishing transparent collaborations between 
public entities and private organizations, with the aim to boost public investment in 
AI technologies by pooling resources, knowledge and expertise. Incorporating a wide 
array of perspectives from diverse stakeholders will enhance AI’s ethical grounding, 
foster innovation and ensure that AI advancements are aligned with the public 
interest.

• Establishing the concept of “data by the public, for the public”: To design a 
universal convention that safeguards humanity against the imminent threats posed 
by AI, it is vital to govern data as AI cannot exist without it, hence introducing 
the concept of “data by the public, for the public.” This concept refers to utilizing 
data generated by the general population that is made accessible for the public’s 
benefit, fostering community-driven solutions. AI systems should be developed and 
operated on data sets that represent the diverse needs and ethical considerations of 
the society they serve. This approach underpins the democratic governance of AI by 
promoting inclusivity, equity and accountability, which protects against exploitative 
or discriminatory practices.

Conclusion
To help ensure that AI benefits humanity, member states of the UN must work together 
to create a universal convention on AI for humanity modelled on the approach of 
the UDHR. By leveraging the UDHR’s historical success and moral authority, the 
universal convention on AI for humanity aims to forge a global consensus on the 
ethical use of AI, ensuring that it enhances human dignity, equity and societal 
well-being. This will allow international mechanisms to move forward in creating 
a framework better suited to craft the AI governance models of the future. 
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The universal convention on AI for humanity will help to establish an independent 
UN body for AI oversight, fostering public and private partnerships and advocating 
for “data by the public, for the public,” thereby encapsulating a multifaceted approach 
to AI governance. These recommendations are not just about mitigating risks but 
are also fundamentally about seizing an opportunity to steer AI development in 
a direction that upholds and advances human values on a global scale. The global 
community stands at a pivotal juncture where the collective decisions made today 
will indelibly shape the trajectory of AI and its impact on society in the future. 
Creating a universal convention on AI for humanity will anchor AI governance 
in the principles of inclusivity, equity and human dignity and pave the way for a 
future where technology catalyzes SDGs, social justice and global cooperation.
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