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Introduction
It took Twitter 65 months post-launch to gain 100 million users; it took OpenAI’s 
ChatGPT only two months to achieve that same milestone (Leslie and Rossi 2023). In 
light of this rapidly growing market amid consumer interest for generative AI, the 
federal government has responded by developing voluntary codes and guidelines 
to ensure responsible development and use of these technologies (Lu 2023). The 
establishment of these codes and guidelines has been met with criticism as they 
are not substitutes for the robust legislative protection of human rights. But with 
increased market incentive for development and adoption, there are a multitude of 
considerations that policy makers have to take into account beyond human rights — 
most notably, the environmental impact of generative AI. An increasing number 
of studies are reporting that LLMs, the form of generative AI behind ChatGPT, are 
contributing to climate change due to their intense resource extraction activities 
(Bender et al. 2021; Luccioni, Viguier and Ligozat 2023). Considering the multiplicity 
and unevenness of climate change ramifications, action needs to be taken to ensure 
that technological developments do not contribute to environmental collapse. This 
working paper provides a brief discussion of how LLMs impact the environment as 
well as the limitations of Canada’s proposed AIDA in response to these emerging 
environmental harms. Mitigation measures are needed across the lifecycle of these 
technologies to effectively address and prevent direct and indirect harms caused by 
the rapid development and deployment of LLMs, and the conclusion of this paper 
provides key avenues that can be readily adopted by the federal government. 

Key Points

 • Large language model (LLM) powering systems, such as ChatGPT and Meta AI, are 
rapidly evolving technologies, and their adoption has become increasingly fast paced.

 • However, legislation has been unable to catch up to speed. In Canada, the proposed 
Artificial Intelligence and Data Act (AIDA) has been sitting idly since June 2022 with 
very limited parliamentary traction, but with significant multi-sectoral criticism due to 
a lack of public consultation. 

 • With increasing investments in Canada’s artificial intelligence (AI) computing capacity, 
little attention has been paid to the growing environmental harms that emerge from 
scaled-up AI developments. 

 • To address those harms, this working paper proposes including environmental 
impact assessments and corresponding limitations on environmentally degrading 
developments.
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What Are LLMs and How Do 
They Work?
LLMs are a product of natural language processing (NLP), an interdisciplinary 
field emerging at the intersection of computer science, linguistics and statistics. 
NLP falls under the umbrella of AI, with one of its primary goals being to build 
computerized systems that can process human language in a diversity of forms 
(such as data sets, books, websites and so on). A language model can be defined 
as “any system trained only on the task of string prediction,” meaning that such a 
system is only able to generate text based on content on which it has been trained 
(Bender and Koller 2020, 5158). At a technical level, the task of LLMs is to accurately 
predict the likelihood of properly using the right words in a specific context; 
they cannot interpret language in the same way that the human brain can. 

A great number of applications are powered by LLMs, notably Meta’s LLaMA, 
Google’s PaLM and Open AI’s GPT-4. LLMs can be used to complete a great number 
of tasks, which include (but are not limited to) drafting, editing, translating and 
summarizing texts. They can also be applied in the generation of coding language 
and in automated audio transcription. As a result, LLMs have been deployed across 
different sectors to perform a variety of applied tasks. In health care, for example, 
LLMs are being used as “chronic-care nurses” as well as for notetaking and clinical 
diagnosis (Reese et al. 2024; Webster 2023); in the financial sector, they are being used 
for market prediction, algorithmic trading and risk assessment (Hadi et al. 2023). 

LLMs’ ability to accurately produce content and effectively perform tasks is the 
subject of great academic, industry and governance discussion. There are an 
increasing number of reports outlining this rapidly evolving technology’s inaccuracies, 
limitations, privacy risks and socio-economic harms. However, consensus has yet to 
be achieved on a variety of factors such as standardization and model capabilities 
(Bender et al. 2021; Solaiman et al. 2023). For example, researchers have demonstrated 
the lack of robustness in these systems and have been disputing their emergent 
capabilities by providing evidence when employing new measurement methods 
(Schaeffer, Miranda and Koyejo 2023). Bad actors can also control LLMs by indirectly 
injecting prompts that compromise the operating system, thus allowing them to 
access and retrieve information such as personal data (Greshake et al. 2023).

Developments in the past decade have created more sophisticated LLMs due to 
investments in computing power and access to large amounts of data on which to 
train models (Leslie and Rossi 2023). In Canada, we have seen calls to increase the 
country’s computing infrastructure from industry and academic actors (Castaldo 
2024). Notably, when testifying in the Bill C-27 committee study, the Canadian 
Institute for Advanced Research advocated for increased funding to build computing 
power to support the country’s growing AI ecosystem (Strome 2024). Compared to 
countries such as the United States and Japan, Canada lacks access to AI computing 
infrastructure despite being a hub for research and tech start-ups (Dobbs and Hirsch-
Allen 2024). As a result, there are concerns that the lack of domestic computing 
infrastructure will lead to a decline in growth, productivity and innovation. The federal 
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government answered these concerns by proposing to invest $2 billion into computing 
infrastructure as part of the 2024 federal budget (Office of the Prime Minister 2024). 

There is a growing body of scholarship dedicated to identifying the environmental 
implications behind the design, development and deployment of LLMs. Carbon 
emissions from an LLM come both from the initial build of the model (such as 
manufacturing the hardware components) and its continued operations (such as 
running the model and data centres) (Smith et al. 2023). Researchers have identified 
that while some computing providers’ energy comes from renewable energy or carbon 
credit–offsetting sources, a majority of it does not (Bender et al. 2021; Edwards, Cooper 
and Hogan 2024). Moreover, renewable energy does not mean there is no harmful 
impact on the environment. To build wind farms, for example, whole ecosystems have 
to be destroyed, as was the case in Scotland when 14 million trees were cut down to 
make way for wind farms (Bol 2020). This has pushed researchers in the field to call 
for the development of even more energy efficient models (Bender et al. 2021). There is 
also concern about the amount of water consumption behind the operation of these 
tools: for example, researchers recently found that ChatGPT consumes 500 mL of 
water in responding to queries (Li et al. 2023). In addition, in a recent environmental 
report, Microsoft disclosed a 34 percent increase in their global water consumption 
between 2021 and 2022 due to power generative AI innovation (Kahil 2023).

One of the biggest challenges when it comes to the governance of LLMs consists of 
identifying the necessary policy interventions along the complex supply chains that 
make up these technologies. Life cycles are hard to draw out as each AI system may have 
“a different supply chain, with variations depending on the sector, the use case, whether 
the system is developed in-house or procured, and how the system is made available to 
those who use it” (Brown 2023, 6). To develop robust AI legislation, policy makers will 
need to “codify multiparty, gapless, and end-to-end accountability and transparency 
mechanisms” that facilitate the establishment of “a continuous chain of human 
responsibility” throughout the life cycle of systems in scope (Leslie and Rossi 2023, 3).

What Is the Policy Landscape 
for LLMs in Canada?
The Canadian AI policy landscape consists of a patchwork of strategies, directives, 
localized initiatives and proposed legislation (Attard-Frost, Brandusescu and Lyons 
2023; Attard-Frost and Hayes 2023). This has led to an ecosystem that is decentralized 
and lacks uniformity across the private and public sectors. More specifically, the federal 
public sector does not have a statutory framework governing the use of AI systems 
by departments and agencies. Instead, it has the Directive on Automated Decision-
Making (DADM), which is intended “to ensure that automated decision systems are 
deployed in a manner that reduces risks to clients, federal institutions and Canadian 
society” by establishing transparency, reporting, auditing and assessment requirements.1 
However, there are significant drawbacks to the DADM: it cannot be enforced as it is not 
legally binding legislation and it also excludes the internal activities of departments, 

1 See www.tbs-sct.canada.ca/pol/doc-eng.aspx?id=32592.
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such as the use of AI for making hiring decisions (Toronto Metropolitan University, 
The Dais and the Centre for Media, Technology and Democracy 2023). Moreover, the 
DADM does not provide recourse, which makes it ill-equipped to address human 
rights and public safety concerns related to AI deployment (Tessono et al. 2022).  

The proposed AIDA, which is part of Bill C-27, also has a lot of limitations. Presented 
in June 2022, the AIDA seeks to regulate the private sector trade and commerce of 
AI systems by requiring companies to adopt mitigation measures and transparency 
reporting practices.2 In November 2023, the minister of innovation, science 
and industry, François-Philippe Champagne, tabled amendments in committee 
to clarify the role of the proposed AIDA commissioner, include a schedule for 
systems that would be considered in scope, and add special provisions relating 
to machine-learning models and general-purpose systems (Champagne 2023). 
With its weak human rights protections, and relegation of major components to 
regulations, plus a lack of public consultation, the AIDA has received significant 
pushback from civil society, industry and academia (Tessono et al. 2022). 

There are two government initiatives specific to generative AI: the Treasury Board 
Secretariat’s “Guide on the Use of Generative Artificial Intelligence” and the Voluntary 
Code of Conduct on the Responsible Development and Management of Advanced 
Generative AI Systems. The guide was published in 2023 with the intention of providing 
departments and agencies guidance on how to responsibly and safely use generative 
AI tools.3 In September 2023, the federal government launched its Voluntary Code of 
Conduct, which invites developers and managers of generative AI systems to commit to 
implementing measures that will ensure safety, transparency, accountability, validity, 
robustness, fairness, equity and responsible human oversight of their technologies 
(Innovation, Science and Economic Development Canada 2023). While 23 companies 
have signed this agreement at the time of this writing, the code lacks specificity on 
how to achieve the measure it outlines and is unfortunately not enforceable by law.

As a result, there are four sets of important policy gaps that need to be addressed 
in the federal context: the limitations of Bill C-27; the absence of enforceable public 
sector legislation addressing AI systems; the absence of strong legislative provisions 
related to generative AI systems; and, lastly, the exclusion of environmental 
protections in AI development and deployment. The uneven application of AI 
governance facilitates “problematic double-standards” and “further distance[s] 
Canada from global accountability measures” (Tessono et al. 2022, 9).

2 Bill C-27, An Act to enact the Consumer Privacy Protection Act, the Personal Information and Data Protection Tribunal 
Act and the Artificial Intelligence and Data Act and to make consequential and related amendments to other Acts, 1st 
Sess, 44th Parl, 2022 (first reading 16 June 2022) [AIDA], online: <www.parl.ca/DocumentViewer/en/44-1/bill/C-27/first-
reading>.

3 See www.canada.ca/en/government/system/digital-government/digital-government-innovations/responsible-use-ai/guide-
use-generative-ai.html.
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Harms along the Life 
Cycle Need to Be within AI 
Governance’s Scope
In light of the growing concerns related to generative AI systems, Champagne 
introduced amendments that would add provisions related to general-purpose 
systems, including impact assessments, risk mitigation measures, mandatory 
reporting of incidents and record-keeping (Champagne 2023). However, these 
impact assessments would only relate to the narrow scope of harms, which the bill 
defines as “physical, psychological, damage to an individual’s property or economic 
loss.”4 Moreover, these impact assessments would only focus on harms related to 
“biased output,” which consists of content that “adversely differentiates, directly 
or indirectly and without justification” on the prohibited grounds of discrimination 
as outlined in the Canadian Human Rights Act (ibid.). As a result, the minister’s 
proposed amendments to the AIDA fall short because they only require companies to 
demonstrate compliance with biased output and a limited set of harms. Not included 
in the scope of this legislation are different types of harm that can occur along the 
life cycle of LLMs, such as the environmental implications of these technologies as 
discussed earlier. It is important to consider the environmental implications of LLMs 
given the uneven distribution of catastrophic events caused by global warming. We 
are witnessing in real time the intensification of these events with summer 2023’s 
devastating wildfires displacing entire communities and polluting the air across 
the country and into the United States. It is expected that in the future, wildfire 
disasters will not only become more frequent, but also more severe, leading to 
greater physical and ecological losses (Erni et al. 2024). As a result, taking action 
now on factors that contribute to climate change — including AI, and specifically 
LLMs — is imperative. While it is understandable that organizations engaged in the 
development of AI systems have “expressed concerns about being held accountable 
for post-deployment responsibilities” regarding the development of AI systems, it is 
nonetheless important that all actors involved be held accountable for harms that 
may occur during both the design and development stages (Champagne 2023, 7). 

As argued by scholars Blair Attard-Frost and Helen Hayes (2023, 12), “the AIDA and 
other Canadian initiatives for AI value chain governance should widen the scope of 
actors and resourcing activities.” This could be achieved by expanding governance 
to factors beyond data collection and output generation to the environmental 
implications present throughout the AI life cycle (ibid.). The AIDA should instead 
include specific provisions related to manufacturing, e-waste disposal and 
transport recurring throughout the life cycle of LLMs, to name a few examples. 

4 See AIDA, supra note 2, s 5.1.
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Recommendations  
To develop a governance framework that is agile, robust and capable of 
withstanding rapid technological innovation in the AI space, the Canadian 
government must consider harms that emerge throughout the life cycle 
of AI technologies such as LLMs, including environmental harms. To 
move forward, the following three measures should be adopted:

• First, the AIDA should include provisions requiring companies to conduct 
environmental impact assessments. These assessments could include identifying 
how design choices, hardware, data centre location, model size and type contribute 
to environmental degradation and accelerate climate change (Laranjeira de Pereira 
2024). As with other impact assessments proposed in the legislation, details would 
be prescribed in the regulations so that they would be adaptable to the pace of 
technological innovation in the AI space. 

• Second, the government should develop corresponding limitations on 
environmentally degrading infrastructural developments and activities. To do this, 
policy makers across departments and agencies need to work together, alongside 
industry actors and members of both academia and civic society, to identify 
which design, development and operating choices contribute to climate change– 
accelerating activities such as water extraction. This aim could be achieved by 
fostering cross-departmental initiatives and hiring subject-matter experts across 
different fields.

• Third, the AIDA should be amended to consider both private and public sector 
institutions as part of the legislation’s scope. Canada’s existing AI governance strategy 
consists of a decentralized and unenforceable patchwork of AI policies, which 
create an uneven protection against harms. Harmonizing approaches would ensure 
accountable development, deployment and adoption across sectors. As a fallback, 
the government should commit to developing public sector–specific AI governance 
legislation. 
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